**ABSTRAK**
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Prediksi Skor Pertandingan Sepak Bola Menggunakan *Neuroevolution of Augmenting Topologies* dan *Backpropagation*

Sepak bola merupakan olahraga yang memiliki penggemar paling banyak di dunia. Hal yang membuat sebak pola menjadi sangat populer adalah hasil yang tidak pasti dan sulit ditebak. Ada banyak faktor yang mempengaruhi hasil dari sebuah pertandingan sepak bola, diantarnya *strategy*, *skill*, bahkan sampai keberuntungan. Karena itu, menebak hasil pertandingan sepak bola merupakan masalah yang menarik.

Penelitian dimulai dengan *neuroevolution of augmenting topologies*, yang berfungsi untuk melakukan pencarian struktur dari sebuah *neural network*. Lalu, *network* yang dihasilkan oleh NEAT akan dioptimasi menggunakan *backpropagation*. *Rating* pemain, *rating team*,dan posisi pemain akan digunakan sebagai *features*.

Tingkat akurasi terbaik yang didapat sebesar 81.5% pada akurasi hasil pertandingan, dan 48% pada akurasi skor pertandingan diperoleh melalui proses NEAT yang telah dioptimasi oleh *backpropagation* menggunakan *rating* pemain, *rating* *team*,dan jumlah masing-masing posisi pada setiap sektor sebagai *features*.

Pada pengujian *real life*, *rating* pemain dan *team* tidak diketahui, sehingga digunakan metode rata-rata untuk menghitung rating dari pemain dan *team*. Namun, akurasi yang didapat pada pengujian ini sangat rendah, inkonsistensi dari pemain menyebabkan metode rata-rata yang digunakan tidak mampu bekerja dengan baik.

Kata kunci: *Machine Learning*, *Artificial Neural Network*, *Neuroevolution, Neuroevolution of Augmenting Topologies, Backpropagation*

**ABSTRACT**

Welly Winata:

Undergraduate Thesis

Predicting Football Matches Score Using Neuroevoluiton of Augmenting Topologies and Backpropagation.

Football, or soccer is the most popular sport in the world. What makes football special is the uncertainty and unpredictable result. There are a lot of factors that can affect the result of a football match, such as strategy, skill, or even luck. Therefore, predicting the outcome of football match can be challenging yet interesting task.

This research started with neuroevolution of augmenting topologies, which useful to find the structur of a neural network. Then, the network produced by NEAT is optimized using backpropagation. Player ratings, team ratings, and player position are used as features of neural network.

The hightest accuracies achieved are 81.5% on the final result predicting, and 48% on score predicting, were obtained through NEAT network that optimized by backpropagation, with player ratings, team ratings, and total position from each sectors are used as features.

However, on real life test, the player and team ratings are unknown. To calculate the player and team ratings, averages methods are used. Unfortunately, the network performed poorly causing the accuracies to dropped significantly. Lack of consistency from player ratings are believed to be the main problem on calculating the player and team ratings.

Keywords: *Machine Learning*, *Artificial Neural Network*, *Neuroevolution, Neuroevolution of Augmenting Topologies, Backpropagation*
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