1. 基于选择性反对的灰狼优化[1]【SOGWO】

基于对立面的学习（OBL）与GWO相结合，以增强其探索行为，同时保持快速收敛速度。Spearman的相关系数用于确定对其执行对立面学习的omega（ω）狼（狼群中社会地位最低的狼）。而不是反对狼中的所有维度，而是选择狼的几个维度，在其上应用对立面。这有助于避免不必要的探索，并在不恶化找到最佳解决方案的概率的情况下实现快速收敛。

1. 具有速度辅助全局搜索机制的增强灰狼优化器[2]【VAGWO】

本项目介绍了灰狼优化（GWO）算法的一个新变体的源代码，名为速度辅助灰狼优化器（VAGWO）。原始GWO在其位置更新过程中缺乏速度项，这是削弱该算法探索能力的主要因素。在VAGWO中，该项被精心设置并纳入GWO的更新公式。此外，在VAGWO中，通过强调在早期迭代中每个领先狼对其他狼采取的步骤的扩大，同时强调在接近后期迭代时减少这些步骤，GWO的探索和开发能力都得到了增强。

1. **一种基于生物地理学优化和灰狼优化的混合算法[3]【HBBOG】**

为了获得一种通用性强的基于生物地理学的优化（BBO）算法，本文提出了一种基于BBO和灰狼优化器（GWO）的新型混合算法，命名为HBBOG。首先，对BBO和GWO分别进行改进。对于BBO，去掉变异算子，将差分变异操作合并到迁移算子中，以增强全局搜索能力。用多重迁移操作代替原来的迁移操作，以增强局部搜索能力。对于GWO，合并基于对立的学习方法，以在一定程度上防止算法陷入局部最优。然后，将改进的BBO和基于GWO的对抗性学习混合，采用一种新的策略，称为单维和全维交替策略，制定HBBOG。HBBOG可以有效地最大化两种算法的优势，并在探索和开发方面取得整体平衡，因此，它可以获得很强的普遍适用性。

1. 基于竞争学习的工程问题灰狼优化器[4]【Clb-GWO】

通过引入竞争学习策略来制定，以实现探索和开发之间的更好权衡，同时通过差异向量的设计促进种群多样性。所提出的方法将人口细分整合为多数群体和少数群体，具有以选择性互补方式排列的双重搜索系统。

1. 一种基于维度学习的改进灰狼优化器[5]【IGWO】

IGWO算法受益于一种基于维度学习的狩猎（DLH）搜索的运动策略，使用不同的方法为每只狼构建一个邻域，其中相邻的信息可以在狼之间共享，增强了局部和全局搜索之间的平衡。

1. 混合灰狼和布谷鸟搜索优化算法[6]【CSGWO】

基于Taguchi理论提出了一种结合灰狼优化器（GWO）和布谷鸟搜索算法（CS）的新方法。开发了一种由Taguchi理论中正交阵列组合的混合算法（GWO-CS）。Taguchi理论及其关键方法正交阵列在工业领域被广泛应用，以提高产品设计的鲁棒性。
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