# CS6378 Project 1 – Ricart Agrawala Mutual Exclusion with Optimizations

## Implementation Details

This implementation of distributed system running the Ricart Agrawala Mutual Exclusion algorithm with the Coucairol-Carvalho optimization is in C and C++. The code is in the program1 folder. It utilizes pthreads, sockets, and parts of the standard Unix library. Therefore it will not run on a Windows platform.

The instructions specify the nodes must wait some number of “time units” between mutual exclusion invocations. The time units I specified are *milliseconds*, implemented using the usleep() Unix time function.

A general program flow is given below

1. Node starts up and is given its ID
2. Node reads addresses.txt for locations of all nodes in the network
3. Node connects to all other nodes in the network
4. Node begins computation
5. Node requests mutual exclusion repeatedly, waiting between invocations
6. Node sends end of computation messages
   1. Node 0 waits for all computation end messages
   2. Node 1-N sends computation end message to node 0
7. Node 0 sends network end of computation messages
8. Node records its data in results<ID>.txt
9. Node shuts down

### Pitfalls

Initially I used a completely object oriented approach, using encapsulation, inheritance, and other object oriented design paradigms. Later I realized that pthreads are C-style library, and therefore are not object oriented in nature. They don’t work well with starting on class member functions due to an implicit this pointer. So I turned to object oriented threading: I tried to use C++0x on my local Ubuntu virtual machine, but g++ 4.6 doesn’t support them yet. I switched to using Boost threads. It didn’t work. The campus cluster doesn’t have Boost installed, and my account didn’t have permission to install it. So I scrapped all my previous work and went for a C-style approach with no real classes and wrote the whole thing in the last 48 hours.

## Observations

During the testing phase of this implementation, the campus cluster was very busy. There were multiple times when the calculation thread on a node (the thread which simulates calculations and invokes mutual exclusion calls) would be delayed for minutes on startup, thus removing that node from critical section contention and reducing message traffic globally.

The instructions specify that even numbered nodes increase their wait duration between mutual exclusion invocations after 20 invocations. It can be seen the results spreadsheet in the results folder that the increase in wait duration between mutual exclusion invocations does not drastically affect the waiting time.

## Results

The results are recorded in the results folder. Results were obtained running with 3 nodes and 5 nodes. The cluster was too busy to finish any run with more nodes.
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