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读者对象

本手册适合下列人员阅读：

* 威发云办公实施/运维人员。

相关文档

定义和缩写

|  |  |  |
| --- | --- | --- |
| 定义和缩写 | 描述 | 备注 |
|  |  |  |

本书各类标志使用及格式规定

为了便于阅读，本书将采用各种醒目标志来表示在操作过程中应该注意的事项，各种标志的意义与格式如下：

1、🕮 用于对界面图的说明、提示。

|  |
| --- |
| 操 作 实 例 |

用于对某些较复杂的操作举实例说明。

2、**☞** 操作步骤

3、【！】小心、注意警告，提醒用户在操作中需特别注意的事项。
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## 一、所需软件

**Nginx-1.2.1.tar.gz**

**nginx\_tcp\_proxy\_module-master.zip**

安装前建议先关闭iptables及selinux后面如果有需要再打开。

|  |
| --- |
| iptables -F  setenforce 0 |

## 二、代理对应关系

10.19.1.85:80 🡺 10.19.1.81:80

10.19.1.85:443 🡺 10.19.1.81:443

10.19.1.85:9095 🡺 10.19.1.81:9095

10.19.1.85:8088 🡺 10.19.1.83:8088

10.19.1.85:9099 🡺 10.19.1.83:9099

10.19.1.85:8099 🡺 10.19.1.83:8099

10.19.1.85:8080 🡺 10.19.1.82:8080

10.19.1.85:9080 🡺 10.19.1.82:9080

## 三、编译工具及依赖包的安装

|  |
| --- |
| yum install gcc gcc-c++ openssl-devel autoconf pcre-devel zip unzip patch automake make libcap-devel ntp patch -y |

## 四、给nginx打上第三方模块（TCP代理）

|  |
| --- |
| unzip nginx\_tcp\_proxy\_module-master.zip  tar zxvf nginx-1.2.1.tar.gz  cd nginx-1.2.1  patch -p1 < ../nginx\_tcp\_proxy\_module-master/tcp.patch |

## 五、安装nginx

|  |
| --- |
| ./configure --prefix=/usr/local/nginx --with-http\_stub\_status\_module --add-module=../nginx\_tcp\_proxy\_module-master  make && make install |

## 六、修改配置文件

vim /usr/local/nginx/conf/nginx.conf

|  |
| --- |
| worker\_processes 1;  events {  worker\_connections 1024;  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.81:80;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 80;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.81:443;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 443;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.81:9095;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 9095;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.83:8088;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 8088;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.83:9099;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 9099;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.83:8099;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 8099;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.83:8443;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 8443;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.82:8080;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 8080;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  tcp {  timeout 1d;  proxy\_read\_timeout 10d;  proxy\_send\_timeout 10d;  proxy\_connect\_timeout 30;  upstream server {  server 10.19.1.82:9080;  check interval=3000 rise=2 fall=5 timeout=1000;  }  server {  listen 9080;  proxy\_pass server;  so\_keepalive on;  tcp\_nodelay on;  }  }  http {  include mime.types;  default\_type application/octet-stream;  sendfile on;  keepalive\_timeout 65;  server {  listen 11235;  server\_name localhost;  location / {  root html;  index index.html index.htm;  }  error\_page 500 502 503 504 /50x.html;  location = /50x.html {  root html;  }  }  } |

## 七、启动nginx

|  |
| --- |
| /usr/local/nginx/sbin/nginx |

## 八、开机启动

|  |
| --- |
| echo ‘/usr/local/nginx/sbin/nginx’ >> /etc/rc.local |

## 九、问题排查记录

### 2015年07月14日

对于2015年07月15日的一次“代理失效”的问题定位排查过程记录。

排查过程如下

1、在中航内网通过一台windows主机确认后端被代理的服务均能通过IP正常访问。

2、确认nginx对外的端口均正常打开，通过命令“netstat -ant”查看。目前端口有如下：

80 443 9095 8088 9099 8099 8080 9080

3、确认nginx的配置文件并无任何改动，(本手册中的配置文件就是机器中正在使用的)。

vim /usr/local/nginx/conf/nginx.conf

4、确认系统本身防火墙及selinux设置正常（应为“关闭”状态）

5、确认nginx代理与后端服务器网络畅通，且能够在代理服务器上通过浏览器访问到后端被代理服务的URL，也可通过curl命令访问确认。

结论：

在第五步中发现不能够用curl命令正常访问到后端服务，结合以上其他排查步骤初步怀疑不是nginx代理本身出现故障，与此同时，在未作任何处理的情况下，nginx代理在17：10自行恢复正常，能够通过curl正常访问后端被代理服务url，且外网访问恢复正常。

由以上现象断定造成预发布环境公网无法访问的真正原因是，中航网络自身不稳定导致或者不合理造成,已告知中航相关人员排查。