# 求解参数的两种常见方法

## 一、梯度下降法Gradient Descent

### (1)梯度

对多元函数的参数求偏导数，把求得的各个参数的偏导数以向量的形式写出来。从几何意义上讲，是函数变化最快的地方, 更加容易找到函数的极值。

### (2)相关概念

1.步长（Learning rate）：步长决定了在梯度下降迭代的过程中，每一步沿梯度负方向前进的长度。

2.特征（feature）：指的是样本中输入部分。单特征样本![](data:image/x-wmf;base64,183GmgAAAAAAAEAEAAIBCQAAAABQWAEACQAAA7IBAAACAKYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///8ABAAAoQEAAAUAAAAJAgAAAAIFAAAAFAKEAUsBHAAAAPsCPv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8jEAoXAAAKAJCgcwIEAAAALQEAAAoAAAAyCgAAAAACAAAAMDC0AYQBBQAAABQCYAE2ABwAAAD7ArD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////3RAKdwAACgDwoHMCBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAKCwpAJsBuQGgAgUAAAAUAmABvQAcAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///yMQChgAAAoAUJ9zAgQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh5rgGgAqYAAAAmBg8AQgFBcHBzTUZDQwEAGwEAABsBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgCCKAACAIN4AAMAGwAACwEAAgCIMAAAAQEACgIAgiwAAgCDeQADABsAAAsBAAIAiDAAAAEBAAoCAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A1iEAigIAAAoAnA9m1iEAigIBAAAAqNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，其中特征值为![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYABCwAAACYGDwAMAE1hdGhUeXBlAABAABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///9AAQAAgQEAAAUAAAAJAgAAAAIFAAAAFAKEAdgAHAAAAPsCPv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8jEApSAAAKAFChcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAMACEAQUAAAAUAmABSgAcAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5wPCngAAAoA0J9zAgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHh5oAKTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghCl9Fj0QvQQD0EA9FD0UPIfAeQQD0UPQQD0RfQQ9I9BD0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEDAQADAAEABAAFAAoBAAIAg3gAAwAbAAALAQACAIgwAAABAQAAAAIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB5IQCKAgAACgCmFGZ5IQCKAgAAAACo0BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，输出值为![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///9gAQAAoQEAAAUAAAAJAgAAAAIFAAAAFAKEAe4AHAAAAPsCPv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8pEwrGAAAKAFChcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAMBOEAQUAAAAUAmABWgAcAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xcQCk8AAAoAEJ9zAgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5oAKTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghCl9Fj0QvQQD0EA9FD0UPIfAeQQD0UPQQD0RfQQ9I9BD0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEDAQADAAEABAAFAAoBAAIAg3kAAwAbAAALAQACAIgwAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCzIQCKAgAACgAHDWazIQCKAgAAAACo0BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

3.假设函数（hypothesis function）：在监督学习中，为了拟合输入样本，而使用的假设函数，记为![](data:image/x-wmf;base64,183GmgAAAAAAAMAC4AEACQAAAAAxXQEACQAAA2kBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8H///+AAgAAoQEAAAUAAAAJAgAAAAIFAAAAFAJAAegAHAAAAPsCsP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9ZDgoPAAAKANCgcwIEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkkAaACBQAAABQCQAE7ABwAAAD7ArD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////SxAKMwAACgDwoHMCBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHg0AaACkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIQpfRY9EL0EA9BAPRQ9FDyHwHkEA9FD0EA9EX0EPSPQQ9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAwEAAwABAAQABQAKAQACAINoAAIAgigAAgCDeAACAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANYhAIoCAAAKAJYQZtYhAIoCAAAAAKjQGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。单特征可以采用的拟合函数可以为![](data:image/x-wmf;base64,183GmgAAAAAAACAIAAIACQAAAAAxVAEACQAAAyQCAAACALIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiAICwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6H////gBwAAoQEAAAUAAAAJAgAAAAIFAAAAFAKEAW0EHAAAAPsCPv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////uDgotAAAKAHClcwIEAAAALQEAAAoAAAAyCgAAAAACAAAAMDFUAoQBBQAAABQCYAHoABwAAAD7ArD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////YhAKbAAACgDwo3MCBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAKCkkAaACBQAAABQCYAE7ABwAAAD7ArD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////7g4KLgAACgAwpXMCBAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAaHh4KzQByAWgAgUAAAAUAmABswMcAAAA+wKw/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAEAyrHW3lsHX/v///2IQCm0AAAoAUKVzAgQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHFxZgKgAgUAAAAUAmABygIcAAAA+wKw/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAEAyrHW3lsHX/v///+4OCi8AAAoAsKRzAgQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAD0rbQKgArIAAAAmBg8AWgFBcHBzTUZDQwEAMwEAADMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgCDaAACAIIoAAIAg3gAAgCCKQACBIY9AD0CBIS4A3EDABsAAAsBAAIAiDAAAAEBAAoCBIYrACsCBIS4A3EDABsAAAsBAAIAiDEAAAEBAAoCAIN4AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AciEAigIAAAoA6xRmciEAigIBAAAAqNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

4.损失函数（loss function）：为了评估模型拟合的好坏，通常用损失函数来度量拟合的程度。损失函数极小化，意味着拟合程度最好，对应的模型参数即为最优参数。在线性回归中，损失函数通常为样本输出和假设函数的差取平方。

### (3)详细算法

1.先决条件：确认假设函数和损失函数

例如，在线性回归中，假设函数为![](data:image/x-wmf;base64,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)，损失函数为![](data:image/x-wmf;base64,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)

2.参数初始化：一般![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAAy4BAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8H///8AAQAAYQEAAAUAAAAJAgAAAAIFAAAAFAJAARwAHAAAAPsCsP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7///+7EAoOAAAKAFCfcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAcXmgAosAAAAmBg8ACwFBcHBzTUZDQwEA5AAAAOQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgSEuANxAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAnA9moiEAigL/////qNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)初始化为0，步长![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAEDCQAAAAAyXgEACQAAAy4BAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yEAAAAgAQAAYQEAAAUAAAAJAgAAAAIFAAAAFALgACEAHAAAAPsCsP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7///+ZBgqrAAAKANCgcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAYXmgAosAAAAmBg8ACwFBcHBzTUZDQwEA5AAAAOQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgSEsQNhAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAfQxmDCEAigL/////qNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)为1，算法终止距离![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy4BAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yEAAADgAAAAYQEAAAUAAAAJAgAAAAIFAAAAFALgACsAHAAAAPsCsP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7////eDwq/AAAKAFChcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAZRCgAosAAAAmBg8ACwFBcHBzTUZDQwEA5AAAAOQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgSEtQNlAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAfRBmSyEAigL/////qNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

3.计算当前位置![](data:image/x-wmf;base64,183GmgAAAAAAAOAAgAEECQAAAAB1XwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+H///+gAAAAYQEAAAUAAAAJAgAAAAIFAAAAFAIgATEAHAAAAPsCsP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+4EAqEAAAKALCecwIEAAAALQEAAAkAAAAyCgAAAAABAAAAaXmgAooAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgCDaQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAPYLZnchAIoC/////6jQGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的梯度：![](data:image/x-wmf;base64,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)

4.计算当前位置下降距离：![](data:image/x-wmf;base64,183GmgAAAAAAAAAIoAMBCQAAAACwVQEACQAAAwYDAAAEAMQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAwAICwAAACYGDwAMAE1hdGhUeXBlAADAABIAAAAmBg8AGgD/////AAAQAAAAwP///7b////ABwAAVgMAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAswBSQEFAAAAEwLMAaYHBQAAAAkCAAAAAgUAAAAUAm8B0AMcAAAA+wI+/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///90TCs0AAAoAEJ9zAgQAAAAtAQEACgAAADIKAAAAAAIAAAAwLGgAhAEFAAAAFAJLAb0CHAAAAPsCsP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9bFArkAAAKAFChcwIEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAAoKWwEoAIFAAAAFAJvAZsGHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////dEwrOAAAKANCfcwIEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABuAIQBBQAAABQCTAOVBBwAAAD7Aj7/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WxQK5QAACgAQn3MCBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAaQCEAQUAAAAUAksB+wEcAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///90TCs8AAAoA8KBzAgQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAEoAoAIFAAAAFAJLARYDHAAAAPsCsP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7///9bFArmAAAKABCfcwIEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAABxccgCoAIFAAAAFAIgAiEACQAAADIKAAAAAAEAAABhAKACBQAAABQCKAPeAwkAAAAyCgAAAAABAAAAcQCgAgUAAAAUAksBWQEcAAAA+wKw/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAEAyrHW3lsHX/v///90TCtAAAAoAUJ9zAgQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAALZxoAIFAAAAFAJLAZsEHAAAAPsCsP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAMqx1t5bB1/7///9bFArnAAAKABCfcwIEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABMcaACxAAAACYGDwB+AUFwcHNNRkNDAQBXAQAAVwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIQpfRY9EL0EA9BAPRQ9FDyHwHkEA9FD0EA9EX0EPSPQQ9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAwEAAwABAAQABQAKAQACBISxA2EDAAsAAAEAAgSGAiK2AgCDSgACAIIoAAIEhLgDcQMAGwAACwEAAgCIMAACAIIsAAABAQAKAgSL7yJMAgSEuANxAwAbAAALAQACAINuAAABAQAKAgCCKQAAAQACBIS4A3EDABsAAAsBAAIAg2kAAAEBAAAAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAIQCKAgAACgAXEGZMIQCKAv////+w1RkABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)

5.确定是否所有的![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABAABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///8gAQAAgQEAAAUAAAAJAgAAAAIFAAAAFAKEAdMAHAAAAPsCPv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+mFAokAAAKALCecwIEAAAALQEAAAkAAAAyCgAAAAABAAAAaXmEAQUAAAAUAmABHAAcAAAA+wKw/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAEAyrHW3lsHX/v////4FCtQAAAoAkKBzAgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHHXoAKTAAAAJgYPABwBQXBwc01GQ0MBAPUAAAD1AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghCl9Fj0QvQQD0EA9FD0UPIfAeQQD0UPQQD0RfQQ9I9BD0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEDAQADAAEABAAFAAoBAAIEhLgDcQMAGwAACwEAAgCDaQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBtIQCKAgAACgBgEWZtIQCKAgAAAACo0BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的下降距离都小于算法终止距离![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAy4BAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yEAAADgAAAAYQEAAAUAAAAJAgAAAAIFAAAAFALgACsAHAAAAPsCsP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7////lFQq7AAAKABCkcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAZXmgAosAAAAmBg8ACwFBcHBzTUZDQwEA5AAAAOQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgSEtQNlAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoASxBmZSEAigL/////qNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，如果小于，则结束，否则继续。

6.同时更新所有的![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAAy4BAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8H///8AAQAAYQEAAAUAAAAJAgAAAAIFAAAAFAJAARwAHAAAAPsCsP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7///+MEAqKAAAKAPCfcwIEAAAALQEAAAkAAAAyCgAAAAABAAAAcXmgAosAAAAmBg8ACwFBcHBzTUZDQwEA5AAAAOQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAgSEuANxAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoA7BFmYiEAigL/////qNAZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，重新从第3步开始执行

#### (4)算法调优

1. 算法的步长选择。

取决于数据样本，可以多取一些值，从大到小，分别运行算法，看看迭代效果，如果损失函数在变小，说明取值有效，否则要增大步长。步长太大，会导致迭代过快，甚至有可能错过最优解。步长太小，迭代速度太慢，很长时间算法都不能结束。所以算法的步长需要多次运行后才能得到一个较为优的值。

2. 算法参数的初始值选择。

初始值不同，获得的最小值也有可能不同，因此梯度下降求得的只是局部最小值。由于有局部最优解的风险，需要多次用不同初始值运行算法，选择损失函数最小化的初值。

3. 归一化。

由于样本不同特征的取值范围不一样，可能导致迭代很慢，为了减少特征取值的影响，可以对特征数据归一化，也就是对于每个特征x，求出它的期望和标准差，然后转化为：![](data:image/x-wmf;base64,183GmgAAAAAAAAAEgAQBCQAAAACQXgEACQAAA0MCAAAEALAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABAAECwAAACYGDwAMAE1hdGhUeXBlAADQABIAAAAmBg8AGgD/////AAAQAAAAwP///6L////AAwAAIgQAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAowCQAAFAAAAEwKMAqkDBQAAAAkCAAAAAgUAAAAUAugDCAIcAAAA+wKw/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///3kTCkoAAAoAoAznCAQAAAAtAQEACgAAADIKAAAAAAIAAAAoKSQBoAIFAAAAFAILAr8AHAAAAPsCsP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+pEQp2AAAKAKAL5wgEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAB4eOcBoAIFAAAAFALoA1oAHAAAAPsCsP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///95EwpLAAAKAAAL5wgEAAAALQEBAAQAAADwAQIADQAAADIKAAAAAAQAAABzdGR4gwBeAFQBoAIFAAAAFALyALQCHAAAAPsCPv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABAMqx1t5bB1/7///+pEQp3AAAKAGAL5wgEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAteYQBBQAAABQCCwKbARwAAAD7ArD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAQDKsdbeWwdf+////eRMKTAAACgDADOcIBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAALXigArAAAAAmBg8AVQFBcHBzTUZDQwEALgEAAC4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEKX0WPRC9BAPQQD0UPRQ8h8B5BAPRQ9BAPRF9BD0j0EPQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQMBAAMAAQAEAAUACgEAAwALAAABAAIAg3gAAgSGEiItAwAXIAABAAIAg3gAAAsBAQEAAgSGEiItAAAACgEAAgCDcwACAIN0AAIAg2QAAgCCKAACAIN4AAIAgikAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAIQCKAgAACgCvFGY8IQCKAv////+o0BkABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==)，这样特征的新期望为0，新方差为1，迭代次数可以大大加快。

### (5)分类

1.批量梯度下降法Batch Gradient Descent

更新参数时使用所有样本，速度慢，准确度高

2.随机梯度下降法Stochastic Gradient Descent

更新参数时只使用其中一个样本，速度快，准确度低

3.小批量梯度下降法Mini-batch Gradient Descent

更新参数时使用总样本中一些样本，速度中，准确度中

### (6)梯度下降法和其他无约束优化算法的比较

1.与最小二乘法相比：

梯度下降法需要选择步长，而最小二乘法不需要。梯度下降法是迭代求解，最小二乘法是计算解析解。如果样本量不算很大，且存在解析解，最小二乘法比起梯度下降法要有优势，计算速度很快。但是如果样本量很大，用最小二乘法由于需要求一个超级大的逆矩阵，这时就很难或者很慢才能求解解析解了，使用迭代的梯度下降法比较有优势。

2.与牛顿法/拟牛顿法相比：

两者都是迭代求解，不过梯度下降法是梯度求解，而牛顿法/拟牛顿法是用二阶的海森矩阵的逆矩阵或伪逆矩阵求解。相对而言，使用牛顿法/拟牛顿法收敛更快。但是每次迭代的时间比梯度下降法长。

## 二、最小二乘法

### 1.详细算法

利用损失函数对各个参数求导数，并使导数为0，求出各个参数
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### 2.局限性

(1) 在特征数量大于样本数量时，逆矩阵求解非常耗时，甚至不可行。此时梯度下降依旧可用，也可以通过主成分分析降低特征的维度后，使特征数量小于等于样本数量时，再使用最小二乘法。

(2) 拟合函数不是线性时，最小二乘法不可用。