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#### mahout项目介绍

推荐引擎利用特殊的信息过滤技术，将不同的内容（例如电影、音乐、书籍、新闻、图片、网页等）推荐给可能感兴趣的用户。通常情况下，推荐引擎的实现是通过将用户的个人喜好与**特定的参考特征**进行比较，并试图预测用户对一些未评分项目的喜好程度。参考特征的选取可能是从项目本身的信息中提取的，或是基于用户所在的社会或社团环境。

常用的推荐的方式主要有两种：

**基于用户的推荐**：通过查找相似的用户来推荐项目。由于用户的动态特性，这通常难以定量。

这句话的理解可以用一个简单的例子来说明，假如说这里的项目指的是各种书籍，那么推荐程序可以根据一个用户对所关注的书籍的各种属性做一个分析，分析出此用 户到底喜欢如何类型的书籍，比如说是关于历史的，通过对这种喜好的分析，程序就可以找到与该用户有相同喜好的用户，即也同样喜欢历史类书籍的用户，假如找到的用户不光喜欢历史类的书籍，并且喜欢科技类的书籍，那么程序会尝试将该类书籍推荐给这个用户。当然程序的分析可能比这要复杂得多，但是可以这样简单的来理解。

**基于项目的推荐**：计算项目之间的相似度并做出推荐。项目通常不会过多更改，因此这通常可以离线完成。

同样这里的项目我们可以理解为书籍，项目间的相似度可能通过多种属性对比而来，比如说书籍的分类，价格，作者等等相关属性。根据此类属性来找出与该书类似的书籍，来直接推荐给用户。这里如果项目的信息量比较大会影响在线推荐的执行效率，因为项目一般变动周期可能不会十分频繁，切参数的更换也不会非常频繁，所以项目之间的相似度可以周期性的计算并存储，然后供推荐程序调用，来提高推荐程序的运行效率。

主要推荐方式分为此两种类型。所有推荐利用的算法最终都需要计算用户及其评分项目之间的相似度。可以通过许多方法来计算相似度，并且大多数系统都允许您插入不同的指标，以便确定最佳结果。这里的不同的指标有待进一步研究，这里的指标应该可以自定义筛选的范围,以及筛选的规则。

#### 推荐引擎的搭建

Mahout目前提供了一些工具，可用于通过 Taste库建立一个推荐引擎，Taste包含 5个主要组件，用于操作用户、项目 和 打分：

* DataModel：用于存储用户、项目和打分
* UserSimilarity：用于定义两个用户之间的相似度
* ItemSimilarity：用于定义两个项目之间的相似度
* Recommender：用于提供推荐
* UserNeighborhood：用于计算相似用户邻近度，其结果随时可由 Recommender使用

什么是协同过滤

协同过滤是利用集体智慧的一个典型方法。要理解什么是协同过滤 (Collaborative Filtering, 简称 CF)，首先想一个简单的问题，如果你现在想看个电影，但你不知道具体看哪部，你会怎么做？大部分的人会问问周围的朋友，看看最近有什么好看的电影推荐， 而我们一般更倾向于从口味**比较类似**的朋友那里得到推荐。这就是协同过滤的核心思想。

协同过滤一般是在海量的用户中发掘出一小部分和你**品位比较类似**的，在协同过滤中，这些用户成为**邻居**，然后根据他们喜欢的其他东西组织成一个排序的目录作为推荐给你。当然其中有一个核心的问题：

* 如何确定一个用户是不是和你有相似的品位？
* 如何将邻居们的喜好组织成一个排序的目录？

协同过滤相对于集体智慧而言，它从一定程度上保留了个体的特征，就是你的品位偏好，所以它更多可以作为个性化推荐的算法思想。可以想象，这种推荐策略在 Web 2.0 的长尾中是很重要的，将大众流行的东西推荐给长尾中的人怎么可能得到好的效果，这也回到推荐系统的一个核心问题：了解你的用户，然后才能给出更好的推荐。

深入协同过滤的核心

基于协同过滤思想的多种推荐机制，优缺点和实用场景。

首先，要实现协同过滤，需要一下几个步骤

* 收集用户偏好
* 找到相似的用户或物品
* 计算推荐

收集用户偏好

要从用户的行为和偏好中发现规律，并基于此给予推荐，如何收集用户的偏好信息成为系统推荐效果最基础的决定因素。用户有很多方式向系统提供自己的偏好信息，而且不同的应用也可能大不相同，下面举例进行介绍：

|  |  |  |  |
| --- | --- | --- | --- |
| 用户行为 | 类型 | 特征 | 作用 |
| 评分 | 显式 | 整数量化的偏好，可能的取值是 [0, n]；n 一般取值为 5 或者是 10 | 通过用户对物品的评分，可以精确的得到用户的偏好 |
| 投票 | 显示 | 布尔量化的偏好，取值是 0 或 1 | 通过用户对物品的投票，可以较精确的得到用户的偏好 |
| 转发 | 显示 | 显式布尔量化的偏好，取值是 0 或 1 | 如果是站内，同时可以推理得到被转发人的偏好（不精确） |
| 保存书签 | 显示 | 布尔量化的偏好，取值是 0 或 1 | 通过用户对物品的投票，可以精确的得到用户的偏好 |
| 标记标签 | 显示 | 一些单词，需要对单词进行分析，得到偏好 | 通过分析用户的标签，可以得到用户对项目的理解，同时可以分析出用户的情感：喜欢还是讨厌 |
| 评论 | 显示 | 一段文字，需要进行文本分析，得到偏好 | 通过分析用户的评论，可以得到用户的情感：喜欢还是讨厌 |
| 点击流 | 隐式 | 一组用户的点击，用户对物品感兴趣，需要进行分析，得到偏好 | 得到偏好用户的点击一定程度上反映了用户的注意力，所以它也可以从一定程度上反映用户的喜好 |
| 页面停留时间 | 隐式 | 一组时间信息，噪音大，需要进行去噪，分析，得到偏好 | 用户的页面停留时间一定程度上反映了用户的注意力和喜好，但噪音偏大，不好利用 |
| 购买 | 隐式 | 布尔量化的偏好，取值是 0 或 1 | 用户的购买是很明确的说明这个项目它感兴趣 |

以上列举的用户行为都是比较通用的，推荐引擎设计人员可以根据自己应用的特点添加特殊的用户行为，并用他们表示用户对物品的喜好。

在一般应用中，我们提取的用户行为一般都多于一种，关于如何组合这些不同的用户行为，基本上有以下两种方式：

* 将不同的行为分组：一般可以分为“查看”和“购买”等等，然后基于不同的行为，计算不同的用户 和物品相似度。类似于当当网或者 Amazon 给出的“购买了该图书的人还购买了 ...”，“查看了图书的人还查看了 ...”
* 根据不同行为反映用户喜好的程度将它们进行加权，得到用户对于物品的总体喜好。一般来说，显式的用户反馈比隐式的权值大，但比较稀疏，毕竟进行显示反馈的用户是少数；同时相对于“查看”，“购买”行为反映用户喜好的程度更大，但这也因应用而异。

收集了用户行为数据，我们还需要对数据进行一定的预处理，其中最核心的工作就是：减噪和归一化。

* 减噪：用户行为数据是用户在使用应用过程中产生的，它可能存在大量的噪音和用户的误操作，我们可以通过经典的数据挖掘算法过滤掉行为数据中的噪音，这样可以是我们的分析更加精确。
* 归一化：如前面讲到的，在计算用户对物品的喜好程度时，可能需要对不同的行为数据进行加权。但可以想象，不同行为的数据取值可能相差很大，比如，用户的查看数据必然比购买数据大的多，如何将各个行为的数据统一在一个相同的取值范围中，从而使得加权求和得到的总体喜好更加精确，就需要我们进行归一化处理。最简单的归一化处理，就是将各类数据除以此类中的最大值，以保证归一化后的数据取值在 [0,1] 范围中。

进行的预处理后，根据不同应用的行为分析方法，可以选择分组或者加权处理，之后我们可以得到一个用户偏好的二维矩阵，一维是**用户列表**，另一维是**物品列表**，值是用户对物品的偏好，一般是 [0,1] 或者 [-1, 1] 的浮点数值。

找到相似的用户或物品

当已经对用户行为进行分析得到用户喜好后，我们可以根据用户喜好计算相似用户和物品，然后基于相似用户或者物品进行推荐，这就是最典型的 CF 的两个分支：基于用户的 CF 和基于物品的 CF。这两种方法都需要计算相似度，下面我们先看看最基本的几种计算相似度的方法。

相似度的计算

关于相似度的计算，现有的几种基本方法都是基于向量（Vector）的，其实也就是计算两个向量的距离，距离越近相似度越大。在推荐的场景中，在用 户 - 物品偏好的二维矩阵中，我们可以将一个用户对所有物品的偏好作为一个向量来计算用户之间的相似度，或者将所有用户对某个物品的偏好作为一个向量来计算物品 之间的相似度。下面我们详细介绍几种常用的相似度计算方法：

* 欧几里德距离（Euclidean Distance）

最初用于计算欧几里德空间中两个点的距离，假设 x，y 是 n 维空间的两个点，它们之间的欧几里德距离是：

可以看出，当 n=2 时，欧几里德距离就是平面上两个点的距离。

当用欧几里德距离表示相似度，一般采用以下公式进行转换：**距离越小，相似度越大**

* 皮尔逊相关系数（Pearson Correlation Coefficient）

皮尔逊相关系数一般用于计算两个定距变量间联系的紧密程度，它的取值在 [-1，+1] 之间。

sx, sy是 x 和 y 的样品标准偏差。

* Cosine 相似度（Cosine Similarity）

Cosine 相似度被广泛应用于计算文档数据的相似度：

* Tanimoto 系数（Tanimoto Coefficient）

Tanimoto 系数也称为 Jaccard 系数，是 Cosine 相似度的扩展，也多用于计算文档数据的相似度：

相似邻居的计算

介绍完相似度的计算方法，下面我们看看如何根据相似度找到**用户和物品的邻居**，常用的挑选邻居的原则可以分为两类：图 1 给出了二维平面空间上点集的示意图。

* 固定数量的邻居：K-neighborhoods 或者 Fix-size neighborhoods

不论邻居的“远近”，只取最近的 K 个，作为其邻居。如图 1 中的 A，假设要计算点 1的邻居，那么根据点之间的距离，我们取最近的 5 个点，分别是点 2，点 3，点 4，点 7 和点 5。但很明显我们可以看出，这种方法对于孤立点的计算效果不好，因为要取固定个数的邻居，当它附近没有足够多比较相似的点，就被迫取一些不太相似的点作为 邻居，这样就影响了邻居相似的程度，比如图 1 中，点 1 和点 5 其实并不是很相似。

* 基于相似度门槛的邻居：Threshold-based neighborhoods

与计算固定数量的邻居的原则不同，基于相似度门槛的邻居计算是对邻居的远近进行最大值的限制，落在以当前点为中心，距离为 K 的区域中的所有点都作为当前点的邻居，这种方法计算得到的邻居个数不确定，但相似度不会出现较大的误差。如图 1 中的 B，从点 1 出发，计算相似度在 K 内的邻居，得到点 2，点 3，点 4 和点 7，这种方法计算出的邻居的相似度程度比前一种优，尤其是对**孤立点**的处理。

**图 1.相似邻居计算示意图**

计算推荐

经过前期的计算已经得到了相邻用户和相邻物品.

基于用户的 CF（User CF）

基于用户的 CF 的基本思想相当简单，基于用户对物品的偏好找到相邻邻居用户，然后将邻居用户喜欢的推荐给当前用户。计算上，**就是将一个用户对所有物品的偏好作为一个向量来计算用户之间的相似度，找到 K 邻居后，根据邻居的相似度权重以及他们对物品的偏好，预测当前用户没有偏好的未涉及物品**，计算得到一个排序的物品列表作为推荐。图 2 给出了一个例子，对于用户 A，根据用户的历史偏好，这里只计算得到一个邻居 - 用户 C，然后将用户 C 喜欢的物品 D 推荐给用户 A。

**图 2.基于用户的 CF 的基本原理**

基于物品的 CF（Item CF）

基于物品的 CF的原理和基于用户的 CF类似，只是在计算邻居时采用物品本身，而不是从用户的角度，即基于用户对物品的偏好找到相似的物品，然后根据用户的历史偏好，推荐相似的物品给他。从计算 的角度看，就是将所有用户对某个物品的偏好作为一个向量来计算物品之间的相似度，得到物品的相似物品后，根据用户历史的偏好预测当前用户还没有表示偏好的 物品，计算得到一个排序的物品列表作为推荐。图 3 给出了一个例子，对于物品 A，根据所有用户的历史偏好，喜欢物品 A 的用户都喜欢物品 C，得出物品 A 和物品 C 比较相似，而用户 C 喜欢物品 A，那么可以推断出用户 C 可能也喜欢物品 C。

**图 3.基于物品的 CF 的基本原理**

User CF vs. Item CF

前面介绍了 User CF 和 Item CF 的基本原理，下面我们分几个不同的角度深入看看它们各自的优缺点和适用场景：

* **计算复杂度**

Item CF 和 User CF 是基于协同过滤推荐的两个最基本的算法，User CF 是很早以前就提出来了，Item CF 是从 Amazon 的论文和专利发表之后（2001 年左右）开始流行，大家都觉得 Item CF 从性能和复杂度上比 User CF 更优，其中的一个主要原因就是对于一个在线网站，**用户的数量往往大大超过物品的数量**，同时物品的数据相对稳定，因此计算物品的相似度不但计算量较小，同时也不必频繁更新。但我们往往忽略了这种情况只适应于提供商品的**电子商务网站**，对于新闻，博客或者微内容的推荐系统，情况往往是相反的，物品的数量是海量的，同时也是更新频繁的，所以单从复杂度的角度，这两个算法在不同的系统中各有优势，推荐引擎的设计者需要根据自己应用的特点选择更加合适的算法。

* **适用场景**

在非社交网络的网站中，内容内在的联系是很重要的推荐原则，它比基于相似用户的推荐原则更加有效。比如在购书网站上，当你看一本书的时候，推荐引擎会给你推荐相关的书籍，这个推荐的重要性远远超过了网站首页对该用户的综合推荐。可以看到，在这种情况下，Item CF 的推荐成为了引导用户浏览的重要手段。同时 Item CF 便于为推荐做出解释，在一个非社交网络的网站中，给某个用户推荐一本书，同时给出的解释是某某和你有相似兴趣的人也看了这本书，这很难让用户信服，因为用 户可能根本不认识那个人；但如果解释说是因为这本书和你以前看的某本书相似，用户可能就觉得合理而采纳了此推荐。

相反的，在现今很流行的社交网络站点中，User CF 是一个更不错的选择，User CF 加上社会网络信息，可以增加用户对推荐解释的信服程度。

* **推荐多样性和精度**

研究推荐引擎的学者们在相同的数据集合上分别用 User CF 和 Item CF 计算推荐结果，发现推荐列表中，只有 50% 是一样的，还有 50% 完全不同。但是这两个算法确有相似的精度，所以可以说，这两个算法是很互补的。

关于推荐的多样性，有两种度量方法：

第一种度量方法是从**单个用户**的角度度量，就是说给定一个用户，查看系统给出的推荐列表是否多样，也就是要比较推荐列表中的物品之间两两的相似度，不难想到，对这种度量方法，Item CF 的多样性显然不如 User CF 的好，因为 Item CF的推荐就是和以前看的东西最相似的。

第二种度量方法是考虑系统的多样性，也被称为**覆盖率** (Coverage)，它是指一个推荐系统是否能够提供给所有用户丰富的选择。在这种指标下，Item CF 的多样性要远远好于 User CF, 因为 User CF 总是倾向于推荐**热门**的，从另一个侧面看，也就是说，Item CF 的推荐有很好的**新颖**性，很擅长推荐长尾里的物品。所以，尽管大多数情况，Item CF 的精度略小于 User CF， 但如果考虑多样性，Item CF 却比 User CF 好很多。

如果你对推荐的多样性还心存疑惑，那么下面我们再举个实例看看 User CF 和 Item CF 的多样性到底有什么差别。首先，假设每个用户兴趣爱好都是广泛的，喜欢好几个领域的东西，不过每个用户肯定也有一个主要的领域，对这个领域会比其他领域更加关心。给定一个用户，假设他喜欢 3 个领域 A,B,C，A是他喜欢的主要领域，这个时候我们来看 User CF 和 Item CF 倾向于做出什么推荐：如果用 User CF, 它会将 A,B,C 三个领域中比较热门的东西推荐给用户；而如果用 ItemCF，它会基本上只推荐 A 领域的东西给用户。所以我们看到因为 User CF 只推荐热门的，所以它在推荐长尾里项目方面的能力不足；而 Item CF 只推荐 A 领域给用户，这样他有限的推荐列表中就可能包含了一定数量的不热门的长尾物品，同时 Item CF 的推荐对这个用户而言，显然多样性不足。但是对整个系统而言，因为不同的用户的主要兴趣点不同，所以系统的覆盖率会比较好。

从上面的分析，可以很清晰的看到，这两种推荐都有其合理性，但都不是最好的选择，因此他们的精度也会有损失。其实对这类系统的最好选择是，如果系统给这个用户推荐30 个物品，既不是每个领域挑选 10 个最热门的给他，也不是推荐 30 个 A 领域的给他，而是比如推荐 15 个 A 领域的给他，剩下的 15 个从 B,C 中选择。所以结合 User CF 和 Item CF 是最优的选择，结合的基本原则就是当采用 Item CF 导致系统对个人推荐的多样性不足时，我们通过加入 User CF 增加个人推荐的多样性，从而提高精度，而当因为采用 User CF 而使系统的整体多样性不足时，我们可以通过加入 Item CF 增加整体的多样性，同样同样可以提高推荐的精度。

* **用户对推荐算法的适应度**

前面我们大部分都是从推荐引擎的角度考虑哪个算法更优，但其实我们更多的应该考虑作为推荐引擎的最终使用者 -- 应用用户对推荐算法的适应度。

对于 User CF，推荐的原则是**假设**用户会喜欢那些和他有相同喜好的用户喜欢的东西，但如果一个用户没有相同喜好的朋友，那 User CF 的算法的效果就会很差，所以一个用户对的 CF 算法的适应度是和他有多少共同喜好用户成正比的。

Item CF 算法也有一个基本假设，就是用户会喜欢和他以前喜欢的东西相似的东西，那么我们可以计算一个用户喜欢的物品的自相似度。**假设**一个用户喜欢物品的自相似度大，就说明他喜欢的东西都是比较相似的，也就是说他比较符合 Item CF 方法的基本假设，那么他对 Item CF 的适应度自然比较好；反之，如果自相似度小，就说明这个用户的喜好习惯并不满足 Item CF 方法的基本假设，那么对于这种用户，用 Item CF 方法做出好的推荐的可能性非常低。

通过以上的介绍，相信大家已经对协同过滤推荐的各种方法，原则，特点和适用场景有深入的了解，下面我们就进入实战阶段，重点介绍如何基于 Apache Mahout 实现协同过滤推荐算法。

基于 Apache Mahout 实现高效的协同过滤推荐

Apache Mahout 是 Apache Software Foundation (ASF) 旗下的一个开源项目，提供一些可扩展的机器学习领域经典算法的实现，旨在帮助开发人员更加方便快捷地创建智能应用程序，并且，在 Mahout 的最近版本中还加入了对 Apache Hadoop 的支持，使这些算法可以更高效的运行在云计算环境中。

关于 Apache Mahout 的安装和配置请参考《基于 Apache Mahout 构建社会化推荐引擎》，它是笔者 09 年发表的一篇关于基于 Mahout 实现推荐引擎的 developerWorks 文章，其中详细介绍了 Mahout 的安装步骤，并给出一个简单的电影推荐引擎的例子。

Apache Mahout 中提供的一个协同过滤算法的高效实现，它是一个基于 Java 实现的可扩展的，高效的推荐引擎。图 4 给出了 Apache Mahout 中协同过滤推荐实现的组件图，下面我们逐步深入介绍各个部分。

**图 4.组件图**

数据表示：Data Model

Preference

基于协同过滤的推荐引擎的输入是用户的历史偏好信息，在 Mahout 里它被建模为 Preference（接口），一个 Preference 就是一个简单的三元组 < 用户 ID, 物品 ID, 用户偏好 >，它的实现类是 GenericPreference，可以通过以下语句创建一个 GenericPreference。

GenericPreference preference = new GenericPreference(123, 456, 3.0f);

这其中， 123 是用户 ID，long 型；456 是物品 ID，long 型；3.0f 是用户偏好，float 型。从这个例子我们可以看出，单单一个 GenericPreference 的数据就占用 20 bytes，所以你会发现如果只简单实用数组 Array 加载用户偏好数据，必然占用大量的内存，Mahout 在这方面做了一些优化，它创建了 PreferenceArray（接口）保存一组用户偏好数据，为了优化性能，Mahout 给出了两个实现类，GenericUserPreferenceArray 和 GenericItemPreferenceArray，分别按照用户和物品本身对用户偏好进行组装，这样就可以压缩用户 ID 或者物品 ID 的空间。下面清单 1 的代码以 GenericUserPreferenceArray 为例，展示了如何创建和使用一个 PreferenceArray。

**清单 1. 创建和使用 PreferenceArray**

|  |
| --- |
| PreferenceArray userPref = new GenericUserPreferenceArray(2); //size = 2  userPref.setUserID(0, 1L);  userPref.setItemID(0, 101L); //<1L, 101L, 2.0f>  userPref.setValue(0, 2.0f);  userPref.setItemID(1, 102L); //<1L, 102L, 4.0f>  userPref.setValue(1, 4.0f);  Preference pref = userPref.get(1); //<1L, 102L, 4.0f> |

为了提高性能 Mahout 还构建了自己的 HashMap 和 Set：FastByIDMap 和 FastIDSet，有兴趣的朋友可以参考 Mahout 官方说明。

DataModel

Mahout 的推荐引擎实际接受的输入是 DataModel，它是对用户偏好数据的压缩表示，通过创建内存版 DataModel 的语句我们可以看出：

DataModel model = new GenericDataModel(FastByIDMap<PreferenceArray> map);

他保存在一个按照用户 ID 或者物品 ID 进行散列的 PreferenceArray，而 PreferenceArray 中对应保存着这个用户 ID 或者物品 ID 的所有用户偏好信息。

DataModel 是用户喜好信息的抽象接口，它的具体实现支持从任意类型的数据源抽取用户喜好信息，具体实现包括内存版的 GenericDataModel，支持文件读取的 FileDataModel 和支持数据库读取的 JDBCDataModel，下面我们看看如何创建各种 DataModel。

**清单 2. 创建各种 DataModel**

|  |
| --- |
| //In-memory DataModel - GenericDataModel  FastByIDMap<PreferenceArray> preferences = new FastByIDMap<PreferenceArray>();  PreferenceArray prefsForUser1 = new GenericUserPreferenceArray(10);  prefsForUser1.setUserID(0, 1L);  prefsForUser1.setItemID(0, 101L);  prefsForUser1.setValue(0, 3.0f);  prefsForUser1.setItemID(1, 102L);  prefsForUser1.setValue(1, 4.5f);  … (8 more)  preferences.put(1L, prefsForUser1); //use userID as the key  … (more users)  DataModel model = new GenericDataModel(preferences);  //File-based DataModel - FileDataModel  DataModel dataModel = new FileDataModel(new File("preferences.csv");  //Database-based DataModel - MySQLJDBCDataModel  MysqlDataSource dataSource = new MysqlDataSource();  dataSource.setServerName("my\_user");  dataSource.setUser("my\_password");  dataSource.setPassword("my\_database\_host");  JDBCDataModel dataModel = new MySQLJDBCDataModel(dataSource, "my\_prefs\_table",  "my\_user\_column", "my\_item\_column", "my\_pref\_value\_column"); |

支持文件读取的 FileDataModel，Mahout 没有对文件的格式做过多的要求，只要文件的内容满足以下格式：

* 每一行包括用户 ID, 物品 ID, 用户偏好
* 逗号隔开或者 Tab 隔开
* \*.zip 和 \*.gz 文件会自动解压缩（Mahout 建议在数据量过大时采用压缩的数据存储）

支持数据库读取的 JDBCDataModel，Mahout 提供一个默认的 MySQL 的支持，它对用户偏好数据的存放有以下简单的要求：

* 用户 ID 列需要是 BIGINT 而且非空
* 物品 ID 列需要是 BIGINT 而且非空
* 用户偏好列需要是 FLOAT

建议在用户 ID 和物品 ID 上建索引。

实现推荐：Recommender

介绍完数据表示模型，下面介绍 Mahout 提供的协同过滤的推荐策略，这里我们选择其中最经典的三种，User CF, Item CF 和 Slope One。

User CF

前面已经详细介绍了 User CF 的原理，这里我们着重看怎么基于 Mahout 实现 User CF 的推荐策略，我们还是从一个例子入手：

**清单 3. 基于 Mahout 实现 User CF**

|  |
| --- |
| DataModel model = new FileDataModel(new File("preferences.dat"));  UserSimilarity similarity = new PearsonCorrelationSimilarity(model);  UserNeighborhood neighborhood = new NearestNUserNeighborhood(100, similarity, model);  Recommender recommender = new GenericUserBasedRecommender(model,  neighborhood, similarity); |

1. 从文件建立 DataModel，我们采用前面介绍的 FileDataModel，这里假设用户的喜好信息存放在 preferences.dat 文件中。
2. 基于用户偏好数据计算用户的相似度，清单中采用的是 PearsonCorrelationSimilarity，前面章节曾详细介绍了各种计算相似度的方法，Mahout 中提供了基本的相似度的计算，它们都 UserSimilarity 这个接口，实现用户相似度的计算，包括下面这些常用的：

* PearsonCorrelationSimilarity：基于皮尔逊相关系数计算相似度
* EuclideanDistanceSimilarity：基于欧几里德距离计算相似度
* TanimotoCoefficientSimilarity：基于 Tanimoto 系数计算相似度
* UncerteredCosineSimilarity：计算 Cosine 相似度

ItemSimilarity 也是类似的：

1. 根据建立的相似度计算方法，找到邻居用户。这里找邻居用户的方法根据前面我们介绍的，也包括两种：“固定数量的邻居”和“相似度门槛邻居”计算方法，Mahout 提供对应的实现：
   * NearestNUserNeighborhood：对每个用户取固定数量 N 的最近邻居
   * ThresholdUserNeighborhood：对每个用户基于一定的限制，取落在相似度门限内的所有用户为邻居。
2. 基于 DataModel，UserNeighborhood 和 UserSimilarity 构建 GenericUserBasedRecommender，实现 User CF 推荐策略。

Item CF

了解了 User CF，Mahout Item CF 的实现与 User CF 类似，是基于 ItemSimilarity，下面我们看实现的代码例子，它比 User CF 更简单，因为 Item CF 中并不需要引入邻居的概念：

**清单 4. 基于 Mahout 实现 Item CF**

|  |
| --- |
| DataModel model = new FileDataModel(new File("preferences.dat"));  ItemSimilarity similarity = new PearsonCorrelationSimilarity(model);  Recommender recommender = new GenericItemBasedRecommender(model, similarity); |

Slope One

如前面介绍的，User CF 和 Item CF 是最常用最容易理解的两种 CF 的推荐策略，但在大数据量时，它们的计算量会很大，从而导致推荐效率较差。因此 Mahout 还提供了一种更加轻量级的 CF 推荐策略：Slope One。

Slope One 是有 Daniel Lemire 和 Anna Maclachlan 在 2005 年提出的一种对基于评分的协同过滤推荐引擎的改进方法，下面简单介绍一下它的基本思想。

图 5 给出了例子，假设系统对于物品 A，物品 B 和物品 C 的平均评分分别是 3，4 和 4。基于 Slope One 的方法会得到以下规律：

* 用户对物品 B 的评分 = 用户对物品 A 的评分 + 1
* 用户对物品 B 的评分 = 用户对物品 C 的评分

基于以上的规律，我们可以对用户 A 和用户 B 的打分进行预测：

* 对用户 A，他给物品 A 打分 4，那么我们可以推测他对物品 B 的评分是 5，对物品 C 的打分也是 5。
* 对用户 B，他给物品 A 打分 2，给物品 C 打分 4，根据第一条规律，我们可以推断他对物品 B 的评分是 3；而根据第二条规律，推断出评分是 4。当出现冲突时，我们可以对各种规则得到的推断进行就平均，所以给出的推断是 3.5。

这就是 Slope One 推荐的基本原理，它将用户的评分之间的关系看作简单的线性关系：

Y = mX + b;

当 m = 1 时就是 Slope One，也就是我们刚刚展示的例子。

**图 5.Slope One 推荐策略示例**

Slope One 的核心优势是在大规模的数据上，它依然能保证良好的计算速度和推荐效果。

Mahout 提供了 Slope One 推荐方法的基本实现，实现代码很简单，参考清单 5.

**清单 5. 基于 Mahout 实现 Slope One**

|  |
| --- |
| //In-Memory Recommender  DiffStorage diffStorage = new MemoryDiffStorage(model, Weighting.UNWEIGHTED, false,  Long.MAX\_VALUE));  Recommender recommender = new SlopeOneRecommender(model, Weighting.UNWEIGHTED,  Weighting.UNWEIGHTED, diffStorage);  //Database-based Recommender  AbstractJDBCDataModel model = new MySQLJDBCDataModel();  DiffStorage diffStorage = new MySQLJDBCDiffStorage(model);  Recommender recommender = new SlopeOneRecommender(model, Weighting.WEIGHTED,  Weighting.WEIGHTED, diffStorage); |

1. 根据 Data Model 创建数据之间线性关系的模型 DiffStorage。

1. 基于 Data Model 和 DiffStorage 创建 SlopeOneRecommender，实现 Slope One 推荐策略。

＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝

Mahout包含一个推荐引擎的几种类型，事实上包含传统的基于用户（user-based），基于项目（item-based）推荐算法，也包括基于“slope-one”技术的实现（这一个新的有效的方法）。   
你将根据实验，基于单机版的（SVD）初步实现。在下面的章节里，我们将会在Mahout的背景下和一些现实生活中的例子，来回顾上面的观察结 果。我们将会考虑如何代表数据，如何进行有效的推荐算法，如何评估推荐器的效果，如何为一个特殊的问题调研和定制推荐器，最后考虑如何分布计算。   
  
2.2.1 创建输入   
  
我们将会以一个简单的例子，开始对Mahout中的推荐器认识。首先，我们需要给出推荐器的输入数据。在Mahout中称为“偏好 （preferences）”的表单。因为最流行的推荐引擎，把需要推荐的项目推荐给用户，从用户到上面提到的关联items,作为一个关联最方便选择讨 论。这些用户和项目可以成为任何东西。包含一个userID和一个itemID，通常用一个数字来表达用户和选项的喜好强度（preference）。在 Mahout中的ID通常是数字，事实上总是int。这一项的值可以代表任意值，preference值越大，代表关联度越强。例如，这个值可能是从1到 5的范围内的等级。在这里，用户分配“1”，则表示他不能忍受这个项目，分配“5”表示他很喜欢这个项目。   
  
创建一个文本文件，包含相关用户，简单的命名“1”到“5”。为四本书的偏好，我们将会称它们为“101”到“104”。在现实生活中，这些可能 是用户ID和产品ID列表，它们来自于一个公司的数据库；Mahout仅仅需要数字命名的用户和项目！我们将会简单的用逗号分割数值的格式，来记他们。把 下面的复制到一个文件里，并把它作为intro.csv保留下来:   
  
列表2.1 推荐器的输入文件intro.csv   
   
  
通过上面的学习，我们可能已经注意到。用户1和5看起来有相似的品味。他们都喜欢book101,其次喜欢book102，然后都喜欢 book103。同样的问题存在于用户1和4，因为它们看起来都喜欢101和103（虽然没有说用户4喜欢102）.换句话说，通过运行计数，发现用户1 和用户2喜欢的看起来相似：1喜欢101，而用户2不喜欢，用户1喜欢103，而用户2刚好相反。用户1和用户3没有很多重叠。双方同时喜欢书101的就 很难。看图2.1,可能会想象用户和项目之间的关系，既有肯定的又有否定的。   
  
   
图2.1 用户1到用户5，与项目101到项目107的关系。   
虚划线代表否定的关联，用户看起来很不喜欢这个项目，但也表达了与这个项目的关系。   
  
2.2.2创建一个推荐器   
  
之所以选择这本书，我们推荐给用户1？而不是101，102，也不是103。是因为他明显的已经知道了这些书，推荐器是着力与发现新事物。感觉建 议，因为用户4和用户5与用户1看起来相似，我们应该推荐一些用户4或用户5喜欢的东西。把104，105和106当作可能的推荐器。总体来说，根据为项 目104的喜好值4.5和4.0的判断来看，104看起来可能性最大。现在，运行下面的代码：   
  
列表2.2 Mahout上简单的user-based推荐算法程序

Java代码

1. package mia.recommender.ch02;
2. import org.apache.mahout.cf.taste.impl.model.file.\*;
3. import org.apache.mahout.cf.taste.impl.neighborhood.\*;
4. import org.apache.mahout.cf.taste.impl.recommender.\*;
5. import org.apache.mahout.cf.taste.impl.similarity.\*;
6. import org.apache.mahout.cf.taste.model.\*;
7. import org.apache.mahout.cf.taste.neighborhood.\*;
8. import org.apache.mahout.cf.taste.recommender.\*;
9. import org.apache.mahout.cf.taste.similarity.\*;
10. import java.io.\*;
11. import java.util.\*;
12. class RecommenderIntro {
13. public static void main(String[] args) throws Exception {
14. DataModel model = new FileDataModel(new File("intro.csv")); //A
15. UserSimilarity similarity = new PearsonCorrelationSimilarity(model);
16. UserNeighborhood neighborhood =
17. new NearestNUserNeighborhood(2, similarity, model);
18. Recommender recommender = new GenericUserBasedRecommender(
19. model, neighborhood, similarity); //B
20. List<RecommendedItem> recommendations =
21. recommender.recommend(1, 1); //C
22. for (RecommendedItem recommendation : recommendations) {
23. System.out.println(recommendation);
24. }
25. }
26. }

A 加载数据文件   
B 创建数据引擎   
C 为用户1推荐1个项目   
  
为了更清楚，可以通过下面章节更多的例子。这里我们将会缺省导入，类声明和类函数声明，而不只是重复程序声明本身。为了帮助认识，基础组件之间的 关系，看图2.2。并不是所有的基于Mahout的推荐器，看起来都像这个样子。某些将会采用不同的组件，有不同的关系。但这可以给我们一个初步的认识， 在我们这个例子中表现出来的组件。   
  
   
图2.2 简单的说明在Mahout中基于用户（user-based）推荐器各个组件的相互关系   
  
因为在下面的两节里，我们将会更详细的讨论这个内容中的每一项，并总结每一个组件的作用。一个DataModel的实现是计算中需要的首个因素， 提供用户和项目数据储存的入口。一个UserSimiliarity的实现提供了两个用户如何表示相似的概念；这将会以所有可能的度量或计算中的一个为依 据。一个UserSimiliarity的实施定义了一组用户的概念，这些用户与一个已知的用户很相似。最后，一个Recommender的实现把所有的 内容拉在一起，把项目推荐给用户，和相关的功能。   
  
2.2.3 分析输出数据   
  
通过你喜欢的IDE，编译和运行。在终端或IDE上运行的程序，输出数据应该是：   
RecommendedItem[item:104, value:4.257081]   
  
我们曾经希望寻找并使用一个优秀的推荐器。这个推荐引擎把book104推荐给了user1.进一步说，推荐引擎也是这么做的，因为它估计到user1对book104的分值大约是4.3，而且它是所有对推荐器筛选的项目中分值最高的。   
  
那不算太坏。我们没有得到107，它也是值得推荐的，但只与不同品味的user有关联。我们从106中挑选出104，当你注意到104是所有 book中的选择比例非常高的，这是有意义的。进一步的说，对于user1有多喜欢项目104，我们已经得到了一个合理的估计：user4和user5所 表达的介于4.0和4.5之间的比值。   
  
从数据上来看，这个正确答案并不明显。但是推荐引擎对它做了一些适当的调整，并得到了一个更有说服力的答案。通过看到这个简单的程序，这个程序就 是从一小堆数据中得到一个有用的并且不明显的答案，如果你从中得到了一次令人愉快的兴奋，那么这个机器学习的世界正是为你而存在的。   
  
简单的说，像上面的构建在小型数据集合上推荐器并不重要。在现实生活中，数据量是巨大的，并且它们是很杂乱的。例如，想象一下，把一个新闻文章推 荐给读者的一个畅销的新闻点，分值从文章的点击得到的。但是，许多分值可能是假的，也可能一个读者点击了他并不喜欢的一篇文章，或者说点击了一个错误的故 事。可能许多点击已经出现了，但并没有生效，所以与user没有关联。在试想一下这样规模的数据量：可能在一个月内就有数以亿计的点击量。   
  
从这些数据中快速产生一个正确的推荐数据，这是相当重要的。稍后，我们将会介绍一个Mahout工具，通过案例的方法研究，我们可以用 Mahout工具攻克这一系列问题。它们将会显示出标准的方法，如何生产差劲的推荐数据或者消耗得大量的内存和CPU时间,并且如何安装和配置 Mahout来改进。

算法类　　算法名　　中文名

**分类算法**

Logistic Regression　逻辑回归

Bayesian　贝叶斯

SVM　支持向量机

Perceptron　感知器算法

Neural Network　神经网络

Random Forests　随机森林

Restricted Boltzmann Machines　有限波尔兹曼机

**聚类算法**

Canopy Clustering　Canopy聚类

K-means Clustering　K均值算法

Fuzzy K-means　模糊K均值

Expectation Maximization　EM聚类（期望最大化聚类）

Mean Shift Clustering　均值漂移聚类

Hierarchical Clustering　层次聚类

Dirichlet Process Clustering　狄里克雷过程聚类

Latent Dirichlet Allocation　LDA聚类

Spectral Clustering　谱聚类

**关联规则挖掘**

Parallel FP Growth Algorithm　并行FP Growth算法

**回归**

Locally Weighted Linear Regression　局部加权线性回归

**降维/维约简**

Singular Value Decomposition 　奇异值分解

Principal Components Analysis　主成分分析

Independent Component Analysis　独立成分分析

Gaussian Discriminative Analysis　高斯判别分析

**进化算法**

并行化了Watchmaker框架

**推荐/协同过滤**

Non-distributed recommenders　Taste(UserCF, ItemCF, SlopeOne）

Distributed Recommenders　ItemCF

**向量相似度计算**

RowSimilarityJob　计算列间相似度

VectorDistanceJob　计算向量间距离

**非Map-Reduce算法**

Hidden Markov Models　隐马尔科夫模型

**集合方法扩展**

Collections　扩展了java的Collections类

**参考资料：**

<http://www.ibm.com/developerworks/cn/java/j-mahout/>

<http://www.ibm.com/developerworks/cn/java/j-lo-mahout/>