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1. 毕业设计（论文）课题背景（含文献综述）

1.1复杂工艺产品的形状表征

基于CAE（计算机辅助工程）[1]和CAD（计算机辅助设计）的有限元分析是一种常用的工程设计和分析方法，它利用计算机模拟技术对复杂结构的工程产品进行分析和优化。该方法首先通过CAD软件对工程产品进行建模和设计，然后使用CAE软件对模型进行网格划分，并根据材料性质、边界条件和载荷等因素设置有限元模型，最终对模型进行求解，得到应力、应变、位移等工程参数，从而进行设计和优化。

但随着工程问题逐渐复杂化，传统的基于有限元法与有限体积法的传统 CAE 仿真方法越来越难以满足工程实践过程中对于效率与质量兼顾的要求，因此将深度学习与工程仿真相结合已经成为了进一步提高工 程产品研发效率的重要发展方向之一。工程仿真模型通常基于一些理论假设和经验公式建立，并运用数值方法进行模拟，在面向复杂场景时往往计算速度较慢且模型精度不佳；而深度学习可以通过学习大量数据来训练模型，提高模型的精度和预测能力，并提高仿真速度。

工程实践中使用的 CAE 数据一般为三维数据，而目前针对三维形状的表达识别任务，主要基于以下四种数据类型：体素（Voxel）、点云（Point Cloud）、多视图（Multi-View）、网格（Mesh）。

* + 1. 基于体素的方法

基于体素的方法将三维空间划分为小的体素（立方体），并将每个体素视为一个数据点，然后使用卷积神经网络（CNN）等深度学习模型对其进行处理。相较于点云和网格数据，体素数据的处理相对更为直观简单。体素数据可以较为容易地进行前处理和后处理，同时在三维物体的表示中不需要考虑拓扑关系，更易于进行深度学习模型的建模和优化。

Wu 等人提出的 3DShapeNets[3]将深度图数据转化为体素数据，而后在体素数据上基于三维卷积神经网络进行分类与检索。但体素数据缺乏几何信息，难以捕捉到物体的几何形状和细节信息，且受限于分辨率和物体形状，在面对高分辨率的不规则数据时，要耗费大量额外的计算和存储开销。

* + 1. 基于点云的方法

点云是由一系列离散的点组成的三维空间中的数据结构，与基于网格或体素的深度学习方法不同，点云数据没有固定的拓扑结构和坐标系统。因此，基于点云的深度学习方法需要处理点云数据的不规则性和不完整性，并将点云数据转换为可以输入深度学习模型的特征表示。Qi 等人提出了 PointNet[4]，对点云数据进行全局特征提取，即不考虑点云中点之间的关系，而是对每个点单独提取特征。PointNet的全局特征提取方法不受点云中点的排列顺序的影响，具有旋转不变性和置换不变性。但该算法仅考虑了每个点的局部信息，对点云中点之间的关系没有进行建模，因此在处理一些具有结构信息的点云任务时可能效果不佳。其次，PointNet算法的性能也受限于对点云的采样和预处理方式

* + 1. 基于多视图的方法

基于多视图的深度学习方法主要是利用多张不同视角的图像来进行建模和识别，可以有效地利用图像中不同角度提供的信息，从而提高模型的准确性。Su 等人提出了多视图卷积神经网络 MVCNN[5]，基于卷积神经网络（CNN）并使用多个二维视角作为输入。该方法使用不同的视角来生成不同的图像，然后使用每个图像的CNN模块提取特征，最后将这些特征融合在一起进行分类或回归等任务。但基于多视图的方法依赖于手工设计的多视角投影方式，针对不同的采样方法，面临着对齐和配准问题，需要大量的人工干预和计算资源。

* + 1. 基于网格的方法

三维网格数据是顶点、边和面的无序集合，相较于其他的数据类型，它能提供准确的几何结构信息，同时也具有良好的可视化效果。此外，网格还支持自适应表示，能够通过模型特征动态地调整局部分辨率，以获得更好的拟合效果。但是，在处理复杂的几何形状时，需要使用更高阶的网格结构，这会导致更多的计算和存储开销；并且，由于传统的卷积神经网络（GNN）仅适用于规则的欧氏空间，而难以推广到不规则的网格空间中[6]，故基于网格表示的深度学习方法在工程问题并未受到太多重视。

1.2基于图神经网络的大规模图优化技术

现有的基于深度学习技术的复杂工艺产品仿真场景中，往往使用图神经网络对高维数据进行建模。GNN将图中的节点和边视作输入信号，对其进行特征提取和表示学习，以便进行下游任务，如节点分类、图分类、链路预测等。相较于传统的深度学习方法，GNN模型在处理图数据时能够保留图的拓扑结构和节点间的关系信息，从而更适合于处理图结构数。Thomas等人提出的GCN（Graph Convolutional Networks）[6]将卷积的思想融入图神经网络，通过对图拉普拉斯矩阵的特征分解得到图傅里叶变换的基函数，继而将空域中不规则的图表示转换为谱域中规则的特征向量的线性组合，以此实现对图神经网络的卷积操作，从而进行后续的特征提取与聚合任务。然而，传统的图神经网络在进行数据训练与预测时，依赖于全局的图邻接矩阵和特征矩阵，并以此进行图的特征分解。由于图的特征分解的时间复杂度近似于，在图节点数上千万的大型图中将耗费大量的计算时间和存储资源。为此，大量的工作聚焦于大型图的局部采样算法，用局部的特征采样来代替全局的特征表征，以期优化大型图训练任务的时间和空间复杂度。近年提出的采样算法按照采样层次，大致可分为节点采样、分层采样与子图采样三类[7]。

1.2.1 节点采样算法

节点采样算法往往从局部节点出发，按一定的采样策略，向邻域节点进行扩展，在降低图神经网络训练复杂度的同时，保留了图的局部结构信息。常见的节点采样算法有两种：Metropolis-Hastings采样算法和随机游走采样算法。Metropolis-Hastings采样算法是一种基于马尔可夫链蒙特卡罗（MCMC）的采样方法[8]，其思想是通过不断迭代，从一个节点移动到另一个节点，最终得到节点采样结果。随机游走采样算法则是一种基于随机游走的采样方法，其思想是从一个起始节点开始，沿着边随机游走，最终得到节点采样。

Hamilton等人提出的GraphSAGE[9]算法在图卷积神经网络的基础上，采用了随机游走的采样优化算法。GragpSAGE在每一轮迭代周期中，不断从当前节点出发，向周边的邻域节点扩展，并聚合形成邻域的特征表示。GraphSAGE算法能够较为准确地提取图中的局部特征信息，且因为无需对全局的拉普拉斯矩阵进行特征分解，该算法能够有效地推广到无监督学习中，并对未见节点进行训练，适用于图结构复杂且容易变化的应用场景，如社交网络。但逐层扩展的采样策略意味着采样节点数的指数级增长，在迭代次数较深时容易引起指数爆炸，进而影响训练效率。为此，VR-GCN (Chen et al, 2018d)[10]提出了一种基于控制变量的估计器。通过维护历轮迭代周期中采样节点的历史嵌入，来保持接受野的小范围，同时减小节点抽样的方差 。然而，该算法要求存储历史隐藏嵌入，将消耗大量的额外内存，这在大型图的训练中是得不偿失的。

1.2.2 分层采样算法

分层采样算法将节点划分为不同的层级，每一层级采样一部分节点作为下一层级的输入，并利用采样得到的节点信息进行模型训练。Chen等提出的FastGCN[11]基于图卷积神经网络和分层采样的思想。FastGCN通过节点的度数对其进行分层，在每层采样固定数量的节点，由此避免了领域扩展的问题。此外，FastGCN采用了对归一化邻接矩阵权重的重要性采样，对权重分布进行修正，使得每个邻接矩阵元素被采样的概率与其权重成正比，从而有效减小采样方差，提高模型性能。但是，由于FastGCN独立地对每一层进行采样，它无法捕获层之间的相关性，从而导致性能下降。为了更好地捕获层间相关性，ASGCN (Huang等人，2018)[12]提出了一种自适应分层采样策略。其中，下层的采样概率取决于上层的采样概率。ASGCN为了获得更好的层间相关性，仅从被采样节点的邻居中对节点进行抽样，而FastGCN利用所有节点之间的重要性抽样。

1.2.3 子图采样算法

子图采样算法的基本思想是从大图中抽样一个子图，将其输入神经网络中处理，以有效降低数据规模。Cluster-GCN (Chiang et al, 2019)[13]首次提出基于高效图聚类算法提取小图聚类。Cluster-GCN在子图层面构建小批量训练，每次迭代时仅从某子图的内部采样节点，从而避免了邻域扩展的问题。此外，作者提出了随机多分区方案，在迭代过程中随机地合并子图，以期捕获子图间的相关性。然而，Cluster-GCN可能会改变数据集的原始分布，并引入一些偏差，且采样质量高度依赖于聚类算法的性能。为此Zeng 提出了GraphSAINT[14]，该模型不使用聚类算法，而是引入了三个子图采样器结构来形成子图，分别是节点采样器、边缘采样器和随机游走采样器。此外，该算法还提出了损失归一化和聚集归一化来消除采样偏差。

1. 毕业设计（论文）方案介绍（主要内容）

2.1 基于图神经网络的学习网格仿真

传统的卷积神经网络难以训练不规则的网格结构，因此不适用于复杂的工艺产品训练场景。本研究将复杂的网络结构建模为高维图数据结构，旨在引入图卷积神经网络，对其进行数据降维和特征聚合。针对汽车模型的CAD模型数据，通过一定的建模策略得到其网格表示，并运用自适应的学习网格模型预测其风阻值。

2.2 面向复杂工艺产品的大规模图优化技术

基于上述物理仿真算法，本研究将进一步探索如何在大型图数据集上优化模型的收敛速度与预测质量。基于图卷积网络的架构，本研究将进一步引入邻域节点采样的策略，迭代地将局部特征进行聚合，同时与节点特征进行融合。此外，通过随机游走采样或重要性采样等方式，避免迭代次数较深时的领域扩展问题，实现图神经网络在大型图上训练的优化问题。
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