# 硕士研究生学位论文开题报告

**论文题目：时空动态的跨网络影响力最大化问题**

**一、**立题依据（包括研究目的、意义、国内外研究现状和发展趋势，需结合科学研究发展趋势来论述科学意义；或结合国民经济和社会发展中迫切需要解决的关键科技问题来论述其应用前景。附主要参考文献目录）（不少于800字）

**1.1 研究背景和意义**

近年来，随着社交网络的兴起，其在信息传播中所扮演的角色也愈加重要。我们发现越来越多的人喜欢在网络上公开他们的观点或想法。用户参与和信息共享的结合使得在线社交网络能够将信息传播到更多的人，并且传播速度甚至比大众媒体更快。

许多学者主要研究兴趣是了解社交网络中的信息传播方式以及如何找到有影响力的用户，例如，一个公司可能希望确定一小部分有影响力的用户，这样他们就可以影响他们的朋友，甚至朋友的朋友，通过口碑效应使得其他用户采用产品。在这样的情况下，公司就会考虑谁可以作为最初的体验用户。这就是所谓的影响力最大化问题，即找到一组用户使得他们在社交网络中的影响范围最广。

然而经典的影响力最大化问题存在着诸多限制。首先它基于以下假设：影响从种子集S传播到社交网络G中的最大节点需要t时间，并且t很小，这样使得G的拓扑在整个传播过程中保持不变。因此，G的拓扑结构在传播过程中是完全已知的。然而在现实网络中，影响传播可能需要相当长的时间(几天甚至几周)才能达到社交网络的最大范围。在这段时间内，网络的拓扑肯定会发生一些变化，比如新用户的加入，原本不认识的用户成为好友等。所以如何使影响力最大化问题的模型和算法能够适应网络的动态变化引起许多研究者的关注。与此同时，随着传播的进行，影响力的大小也应该随着时间的推移发生变化，如何量化影响力大小的衰减过程也是一个值得研究的问题。其次，传统的影响力最大化问题研究的是用户在单一社交网络中的影响力大小。但是在现实中，社交网络往往存在大量的重叠用户，这些用户在跨网络的信息传播方面发挥着重要作用。当用户积极参与多个网络时，他/她可以起到一个转发的作用，同时将信息传播到多个社交网络。如果我们仅仅单独考虑每个网络会大大低估一些用户的影响力。所以如何度量用户在跨网络间的影响力也是一个值得研究的问题。最后，由于社交网络庞大的规模，所以影响力最大化问题的算法应当拥有较低的时间复杂度和空间复杂度才能高效的完成任务。

**1.2 国内外研究现状和发展趋势**

Kempe[1]于2003年首先将影响力最大化建模为一个算法问题。他将一个社交网络抽象为一个图![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAIACQAAAADRWgEACQAAA7UBAAACAKgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsAGCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAc4CHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDI9/UCt74HdkAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKCwpAIYBngEAAwUAAAAUAmABLgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAEj19QK3vgd2QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAEdWRSkGA7wBAAMFAAAAFAJgAagBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAADgS/B1/zAKKgAACgAo9vUCt74HdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9AAADqAAAACYGDwBFAUFwcHNNRkNDAQAeAQAAHgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEgVGlnZXIAE1dpbkNoaW5hABEGy87M5S23vdX9s6y089fWt/u8rwASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEAAgCDRwACBIY9AD0CAIIoAAIAg1YAAgCCLAACAINFAAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A1bQAigUAAAoAkSxm1ZEsZtW0AIoFgNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，其中V代表图G中结点的集合（用户集合），E代表图G中边的集合（用户之间的社交关系）。影响力最大化问题的目标是找到一个包含k个结点的用户集合使得它在图G中的影响范围最大。许多商家利用影响力最大化的思想对其商品进行推广，不仅节约了广告成本还使得推广效果更加出众。在影响力最大化问题的研究中，如何对信息扩散进行建模和怎样选择种子用户是现在主要的研究点。

**1）信息扩散过程模型**

对信息扩散过程进行建模是评估种子集合影响范围的重要基础[2]。最经典的两类传播模型是独立级联模型（ICM）和线性阈值模型（LTM）。

独立级联模型最早由J. Goldenberg[3]于2001年中提出。传统的独立级联模型的主要思想是当一个节点u被激活时，它会以概率p(u,v)对它未激活的出边邻居节点v尝试激活，这种尝试仅仅进行一次，而且这些尝试之间是互相独立的，即u对v的激活不会受到其他节点的影响。它的传播过程如下：

·给定初始的活跃节点集合S，当在时刻t节点u被激活后，它就获得了一次对它的邻居节点v产生影响的机会，成功的概率为p(u,v)，是随机赋予的系统参数。

·若v有多个邻居节点都是新近被激活的节点，那么这些节点将以任意顺序尝试激活节点v。如果节点u成功激活节点v，那么在t+1时刻，节点v转为活跃状态。

·在t+1时刻，节点v将对其他节点产生影响，重复上述过程。

·结束条件：网络中不存在有影响力的网络节点。
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传统线性阈值模型的传播过程如下：

·集合中的任意节点v随机分配阈值θ[v]∈[0,1]。只有当节点v的新处于激活状态的邻居节点对它的影响力大于该阈值时，节点v才能被激活。

·用权值b[u.v]表示节点v被它的邻居节点u的影响，∑u∈in(v)  b[u,v]≤1表示节点v的处于活跃状态的邻居节点对它的影响力之和。这里in(v)是v的入边邻居节点集合。

·给定初始的活跃节点集合S，在t时刻，所有在t-1时刻处于活跃状态的节点仍保持活跃，并且当这一时刻节点v的邻居节点的影响力之和大于节点b的阈值时，节点v被激活.

·节点v被激活后，下一时刻将对它的邻居节点产生影响，重复上述过程。

·结束条件：当网络中已存在的所有活跃节点中任意活跃节点的影响力之和都不能激活他们的处于非活跃状态的邻居节点时。
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对传统传播模型的改进还体现在将其扩展到多个网络之中。Nguyen D T[10] 首先提出了如何评估影响同时在多个网络中的传播。他提出一种将多个网络耦合成一个新的单一网络的方案，该方案保留了每个网络的影响扩散特性。作者使用LT模型，将其扩展到多个网络。在多个网络G1…k中，信息在每个网络中分别传播，可以通过重叠的用户从一个网络转移到另一个网络。信息开始从种子用户集合S (i)开始传播。S中的所有用户都处于活动状态，其余用户都处于非活动状态，在t时刻，如果某个网络中来自其活动邻居的总影响超过其阈值，则用户u变为活动用户。在每个时间步骤之后，新的非活动用户将被激活，并继续激活其他用户。此过程将继续，直到不再激活不活动的用户为止。随后，Nguyen D T[11]又提出了在多个网络中的最小成本影响问题（LCI），该问题要求确定最终能够影响大量用户的种子用户的最小数量，作者解决了多路OSNs中的LCI问题，通过不同的耦合方案将多路网络简化为一个网络，同时保留了影响最大的传播特性。Zhan Q[12]认为在现实世界中，在线社交网络通常是异构的，用户可以通过多个渠道相互影响，并且在线社交网络还可以共享公共用户，信息可以通过这些用户在不同网络中传播。本文首次研究了部分对齐异构社交网络中的影响最大化问题，并且提出了MM模型，它基于一组网络内部和网络内部的社会元路径，从对齐的异构社交网络中提取多对齐的多关系网络(MMNs)。Zhan Q [13]认为如今的用户通常同时参与多个在线社交网络，那些加入Facebook的用户也在使用其他网络，比如Twitter，Foursquare和Instagram。如果想要研究Facebook网络中影响力问题的话，也要研究影响力从上述其他网络中的传入。Ma Y[14] 认为本地专家可以在很多应用中发挥重要作用，如解决本地信息查询、社会事件安排等。作者在多个社交网络中寻找本地专家，并且用到了两个指标：local authority和topic authority。这两个指标分别与地理位置和主题相关。Kuhnle A[15]认为影响在不用的网络中的传播模型是不一样的。作者将不同网络抽象为一层，并且提出了在不同层中传播模型可能不一样的传播方式。假设网络是两层的，并且已经预先知道了这两个网络中的重叠结点。作者首先将两个网络中的节点进行补齐，补齐后的结点是孤立节点。随后种子节点被激活，并且分别在两个网络中进行传播直到两个网络中没有节点能继续被激活，此时如果重叠节点在一个网络中被激活，那么这个节点会将激活状态转移到另一个网络中，然后两个网络继续开始影响力的传播，直到没有节点能被激活为止。Singh[16]认为在多个网络中，种子用户可以同时宣传多个产品，而非种子用户可以同时在网络上接受不同的产品。针对上述场景，作者提出了一个跨多个社交网络的多重影响最大化框架(MIM2)。

**2）种子用户选择算法**

尽管影响力最大化问题在计算上很复杂并且已经被证明是个NP-hard问题[1]，但是依然可以通过一些巧妙的算法来得到近似最优解。得到最优解的条件是影响函数要满足以下两个条件：单调性和子模性。直观上来说单调性就是在种子集合S中加入一个结点后，它的影响范围不会减少，而子模性的意思是在集合S中加入一个结点时，这个结点所带来的边际效益要小于上一个结点的加入带来的边际效益。D. Kempe等人[1]已经证明了影响函数在经典的IC模型和LT模型中是满足上述两个性质的。大量社交网络的影响力最大化算法是基于贪心算法和启发式算法。D. Kempe等人[1]提出了使用蒙特卡洛模拟来评估每个结点的边际收益，并且每次将边际收益最大的结点加入到种子集合中。这样的做法在网络比较大的时候显然是非常低效的。为了解决这个问题，J. Leskovec等人[17]提出了CELF算法来减少蒙特卡洛模拟的次数，它首先计算所有的结点的边际收益，得到初始集合S1。前一次得到的边际收益就是下一次的上界。它对余下结点按照上一次计算的边际收益的降序来进行计算，如果一个节点的边际收益值近似于上界，则将其直接加入集合中。C. Zhou等人[18]提出了UBLF，用了一种矩阵分析的方法快速获取所有结点的边际收益上界。Wang等人提出了CGA算法，它将图划分成社区后利用社区内每个节点的影响来决定选择哪些节点作为种子，它只用在局部子图中运行蒙特卡洛从而降低蒙特卡洛模拟的复杂度。上述使用蒙特卡洛模拟的方法虽然可有很好的模型通用性，但是却阻碍了性能的提升。因此，最近研究人员已经开始探索基于代理和基于草图的方法。影响力排名代理的想法非常直观。它根据一个近似用户影响的度量对图G中的所有用户进行排序，然后直接从排序中生成种子集。因此，这里最重要的挑战是得到一个好的排名指标[2]。比较经典的一个算法是W. Chen等人[19]提出的MIA算法，它的主要思想是计算节点u对植根于u的局部树状结构的影响扩散。基于草图的方法在提高理论效率的同时也可以使近似值得到保证。基于草图的方法基于特定的扩散模型预先计算多个草图，然后利用草图来评估影响扩散。它一般分为两大类，正向影响草图（FI-Sketch）和反向可达草图（RR-Sketch）。正向影响草图与蒙特卡洛方法相似。在一个图中，假设每条边上的传播概率为P1,P2…Pn。利用蒙特卡洛模拟计算一个节点的影响范围时，首先将图中所有边以1-Pk的概率移除，在这个子图中计算当前节点的影响范围。S. Cheng等人提出的staticGreedy算法建立![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAzwBAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAADgS/B1fUAK8wAACgAoA/YCt74HdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcQAAA5kAAAAmBg8AJwFBcHBzTUZDQwEAAAEAAAABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhIFRpZ2VyABNXaW5DaGluYQARBsvOzOUtt73V/bOstPPX1rf7vK8AEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoQBAAAAAAAALrayasADwEBAAIEhLgDcQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0AIoFAAAKAHU4Zix1OGYstACKBYDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个草图并计算影响范围。但是正向影响草图在最坏情况下的时间复杂度依然很高。反向可达草图通过选择随机结点并生成随机的RR集来估计结点的边际收益。Y. Tang等人[21]提出的TIM算法可以确定到底需要多少RR集但是对内存的消耗很大。为了减少内存浪费X. Wang等人[22]提出了BKRIS算法，它首先用启发式的方法去估计一个OPT的下限，然后从这个下限得出数量足够多的RR集。

然而上述算法都没有考虑到网络的动态性。在现实世界中，社交网络具有高度的动态性，并且随着时间的推移发展迅速[23]，因此，关于影响力结点的计算和结果很快就会过时。Zhuang[24]考虑了一个社交网络在动态的变化，但是只能在特殊时间探测到少数结点，因此，信息只在当前网络的一小部分可用。文献[25][26][27]都使用一系列网络快照来表示图在一定时间内的动态变化。

目前，几乎没有人在跨网络传播中考虑时间因素，跨网络传播中的动态问题更是几乎没有提及。由此可见，对影响在跨网络中的动态传播进行建模并且提出一种算法找到最具影响力的用户是很有必要的。
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**二、研究内容和目标（说明课题的具体研究内容，研究目标和效果，以及拟解决的关键科学问题。此部分为重点阐述内容）（不少于2500字）**

**2.1研究目标**

**2.2 研究内容**

针对现有社交网络信息扩散模型的缺点，提出一种新的考虑时间因素的动态跨网络模型，并且提出一种适应于新模型的动态选种算法。

1）构建一个符合实际情况的跨网络的信息强度衰减模型。

目前大部分的信息扩散模型都是在独立级联模型和线性阈值模型上进行改进使得与现实中的社交网络传播方式更加相近。独立级联模型和线性阈值模型只能描述一个消息在用户与用户之间最基本的传播方式，并不是非常贴近现实。许多研究者从现实角度出发，认为一个消息传播的时间越久它能影响到别人的概率就会越小，基于这种想法研究者对独立级联模型进行改进，将用户之间固定的传播概率改为随着时间（传播跳数）增加而逐渐减小。但是他们没有对消息的影响如何随着时间增加而减小给出一个合理的解释，许多研究者只是简单的给出了一个所谓的时间延迟函数![](data:image/x-wmf;base64,183GmgAAAAAAAOAEYAIBCQAAAACQWAEACQAAAyoCAAACALoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gBAAAFQIAAAUAAAAJAgAAAAIFAAAAFAKgAWICHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDgMnYA5739dEAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCm7AQADBQAAABQC9AA+ARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAgDF2AOe9/XRAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAbGF0AD4AbwC8AQUAAAAUAgMC7QAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAOAydgDnvf10QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHV0uQK8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAIAzdgDnvf10QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFAAAAMFAAAAFAKgAdQCHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAADAS651PyAKmwAACgDAM3YA5739dEAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABkAAADugAAACYGDwBqAUFwcHNNRkNDAQBDAQAAQwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEgVGlnZXIAE1dpbkNoaW5hABEGy87M5S23vdX9s6y089fWt/u8rwASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEAAgCDUAADAB0AAAsBAAIAg3UAAAEAAgCDbAACAINhAAIAg3QAAAAKAgCCKAACBIS0A2QDABsAAAsBAAIAg3QAAAEBAAoCAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A0Y4FigAAAAoAMx9m0TMfZtGOBYoAgNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，用这个时间延迟函数去与原来的传播概率相乘就得到了新的传播概率。不同研究者对于这个延迟函数符合什么分布也存在不同的理解，但是他们都没有说明为什么这个是符合实际情况的。其次，目前几乎没人研究在跨网路传播中的信息强度衰减，所以如何度量在跨网络传播中的信息强度衰减是个重要的问题。现有的对于跨网络传播的模型也有不少，但是方法是五花八门。有的研究者将多个网络耦合成一个新的单一网络，在这个单一网络中可以保留每个原始网络中的扩散特性，他们为网络中的每个用户创建代理节点，转换顶点以及账户顶点，并将传播步骤分解为子步骤来处理多个传播。但是这样会造成边的大量冗余，在网络较大或者网络中的边数较多的情况下对存储和计算提出了更高的要求。

2）提出一个动态选种算法

**2.3拟解决的关键科学问题**

**三、研究方案设计及可行性分析（包括：研究方法，技术路线，理论分析、计算、实验方法和步骤及其可行性等）（不少于800字）**

**四、本研究课题可能的创新之处（不少于500字）**

**五、研究基础与工作条件（1.与本项目相关的研究工作积累基础 2.包括已具备的实验条件，尚缺少的实验条件和拟解决途径）（不少于500字）**