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**Введение**

Цель проекта: разработка системы передачи данных между узлами на основе Protobuf через TCP.

Описание системы: три приложения — сбор данных, сервер передачи данных и GUI-клиент.

Используемые технологии:

* + Операционная система: Linux.
  + Формат сериализации: Protocol Buffers (Protobuf).
  + Протокол передачи данных: TCP/IP.
  + Языки программирования: (указать, какие языки используются для разработки, например, Python, C++).

**Архитектура системы**

**Общая архитектура и взаимодействие компонентов**

Этот раздел подробно описывает архитектурные решения системы, выделяет роли каждого компонента и их взаимодействие.

**Программа 1 (Клиент-сборщик данных)**:

* + - Работает на машинах с ОС Linux.
    - Выполняет сбор данных с использованием системных вызовов и библиотек.
    - Информация включает использование оперативной памяти, видеопамяти, сети и прочее.
    - Данные преобразуются в формат Protobuf для компактности и унификации.

**Программа 2 (Сервер)**:

* + - Центральное звено системы.
    - Обеспечивает прием сообщений через TCP и их валидацию.
    - Логирует каждое сообщение и отправляет данные потребителю.

**Программа 3 (Потребитель с GUI)**:

* + - Получает данные с сервера и декодирует их.
    - Графический интерфейс отображает данные в реальном времени в удобной форме.

**Описание компонентов системы**

Каждый компонент системы описывается детально, с разбором внутренней логики, примеров реализации и использования.  
Пример:

* + - **Сбор данных**:  
      Описание, как собирается информация о процессах в ОС Linux. Например, использование /proc файловой системы или библиотек (e.g., sysinfo).

**Диаграмма потоков данных**

Графическое представление системы, где описаны:

* + - Поток данных от клиента к серверу.
    - Маршруты данных и этапы их преобразования.
    - Пример реализации с использованием схем последовательности (sequence diagrams).

**3. Детали реализации**

**3.1 Программа 1: Клиент-сборщик данных**

**3.1.1 Алгоритм сбора данных**

Клиент-сборщик предназначен для регулярного мониторинга состояния системы и сбора ключевых метрик.

* **Параметры, которые собираются:**
  + **Оперативная память**: Использование sysinfo (или аналогичных средств) для получения общего и используемого объема.
  + **Видеопамять**: Запрос данных через API видеокарты (например, NVIDIA Management Library для GPU NVIDIA).
  + **Сетевой трафик**: Использование /proc/net/dev для анализа входящего и исходящего трафика по интерфейсам.
  + **Заполненность жестких дисков**: Получение данных через системные утилиты (statvfs).
  + **Список запущенных процессов**: Чтение из /proc и фильтрация активных процессов.

Данные формируются в структуру Protobuf перед отправкой.

**3.1.2 Выбор Protocol Buffers (Protobuf)**

Protobuf был выбран в качестве формата сериализации из-за следующих преимуществ:

* **Компактность данных**:  
  Protobuf генерирует бинарные сообщения, которые значительно меньше по размеру, чем JSON или XML. Это критично при передаче большого объема данных по сети.
* **Высокая скорость работы**:  
  Сериализация и десериализация Protobuf быстрее, чем у JSON или XML, особенно при больших структурах данных.
* **Поддержка множественных языков**:  
  Protobuf предоставляет средства генерации кода для множества языков программирования (C++, Python, Java и др.), что облегчает интеграцию между клиентами, сервером и GUI.
* **Модель данных**:  
  Protobuf поддерживает строгую типизацию и позволяет легко добавлять новые поля в сообщения, сохраняя обратную совместимость.

Пример структуры сообщения:

protobuf

Copy code

message SystemMetrics {

string machine\_id = 1;

float cpu\_usage = 2;

float ram\_usage = 3;

float video\_memory\_usage = 4;

float network\_in = 5;

float network\_out = 6;

float disk\_usage = 7;

repeated string active\_processes = 8;

int64 timestamp = 9;

}

**3.2 Программа 2: Сервер**

**3.2.1 Выбор TCP вместо UDP**

TCP был выбран в качестве протокола передачи данных по следующим причинам:

* **Гарантия доставки данных**:  
  TCP обеспечивает подтверждение получения данных и автоматическую повторную передачу утерянных пакетов, что критично для систем мониторинга. UDP не гарантирует доставку, что может привести к потере важных метрик.
* **Контроль очередности**:  
  TCP обеспечивает порядок получения сообщений. Это важно, если метрики передаются в виде последовательных временных срезов. UDP не гарантирует порядок передачи пакетов.
* **Надежность соединения**:  
  TCP предоставляет механизмы установления соединения и контроль его состояния. Сервер может обнаружить разрыв соединения и своевременно обработать его.
* **Простота реализации**:  
  TCP более прост в реализации для систем, где важна надежность данных, так как разработчику не нужно самостоятельно обрабатывать подтверждения доставки и пересылку пакетов.

**3.2.2 Архитектура многопоточного сервера**

* Сервер принимает соединения от нескольких клиентов одновременно.
* Каждое входящее соединение обрабатывается в отдельном потоке.
* Логирование всех входящих сообщений для отладки и анализа.
* Пересылка сообщений потребителю через TCP.

**3.3 Программа 3: Потребитель с GUI**

**3.3.1 Подключение к серверу**

* Клиент устанавливает TCP-соединение с сервером для получения данных в режиме реального времени.
* Сообщения десериализуются из формата Protobuf в структуру данных.

**3.3.2 Визуализация данных в GUI**

GUI создан с использованием Qt/QML. Особенности:

* **Динамические графики**:  
  Визуализация метрик, таких как загрузка CPU, RAM и сети, в виде линейных графиков.
* **Таблицы**:  
  Отображение детализированных данных, таких как список активных процессов.
* **Панели состояния**:  
  Круговые диаграммы для заполненности дисков или использования видеопамяти.

Пример интерфейса:

* Графики производительности (CPU, RAM, сеть).
* Таблицы с обновляемыми в реальном времени значениями.
* Оповещения о превышении критических порогов (например, перегрузка CPU).

**3.4 Сравнение Protobuf с другими форматами**

**JSON и XML**

* **Размер сообщений**:  
  JSON и XML значительно увеличивают объем данных из-за использования текстового формата и большого количества служебных символов. Protobuf генерирует сжатые бинарные данные, что особенно полезно при ограниченной пропускной способности.
* **Скорость работы**:  
  Protobuf работает быстрее, так как использует предкомпилированные структуры данных. XML и JSON требуют парсинга строк, что замедляет работу.
* **Сложность добавления новых полей**:  
  Protobuf поддерживает строгую схему данных и добавление новых полей без изменения структуры старых сообщений, что делает систему устойчивой к изменениям.

4. Тестирование и результаты

* Проведение тестов работы всех компонентов системы:
  + Функциональные тесты: корректность сбора, передачи и отображения данных.
  + Нагрузочные тесты: работа системы при большом количестве подключений.
* **Сравнительный анализ: использование Protobuf vs JSON/XML.**
* **Примеры полученных визуализаций: скриншоты GUI.**

**5. Заключение**

* **Результаты работы: создана система, удовлетворяющая требованиям.**
* **Дальнейшие шаги: улучшение GUI, добавление функций мониторинга и масштабируемости.**
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