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1. 代码逻辑
2. 训练结果

表一 直走训练结果

|  |  |
| --- | --- |
|  | RlTD3Agent |
| Status | Training finished |
| Episode number | 2000 |
| Episode reward | 179.8511 |
| Episode steps | 400 |
| Total agent steps | 129539 |
| Average reward | 76.7949 |
| Average steps | 191.612 |
| Episode Q0 | 16.0536 |
| Averaging window length | 250 |
| Training stopped by | EpisodeCount |
| Training stopped at | 2000 |

1. 组员分工
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