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# 可能的研究问题

## 新的场景 （公平性问题的检测、定位和修复）

## Oracle问题

## 多个sensitive attributes的影响

## test input generation 转化成多目标优化问题 同时优化模型性能和公平性问题

## 考虑回归测试的一些工作，尝试做test input的优化（包括selection、reduction、prioritization和augmentation）