算法类题目的代码自动生成能力评估

* 提供benchmark Java/C++/Python
* 生成代码的质量评估（功能性指标/非功能性指标）
* 生成代码的理解和修复

利用LLM（例如ChatGPT 3.5）的方法

（in-context learning、思维链、检索增强RAG）

提供解决思路/提供相似题目
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