Coreferential naming of characters in the book series "*The Witcher*"

Abstract

Co-reference resolution is an increasingly important area of research interest within NLP and training NLP-models on fiction texts could improve its accuracy. Previous studies have discussed the problem of co-reference resolution in journalistic texts in Russian (Dobrovolskii et al., 2022) and English (Chen et al., 2017) and have developed special NLP-models for that aim (Joshi et al., 2019). However, there is a lack of studies that cover the co-reference in a fiction, especially fantasy, texts using AI-trained models (Han et al., 2021). Co-reference resolution in fantasy texts has been largely neglected, so this study is intended to fill this lacuna. The purpose of the current study is to identify key features in characters’ co-reference naming in the dialogues and the author’s speech in “*The Witcher*” novel series. The current research employs quantitative and qualitative analysis, NLP methods and comparative analysis. The current paper might result in more accurate anaphora resolution in non-fiction texts using NLP-models and in better understanding of key features in co-reference in the dialogues and the author’s speech.
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Introduction

The issue of co-reference resolution is a fundamental challenge in natural language processing. In literary texts, which are the focus of this study, authors often employ literary devices, including those for co-referential references. Analyzing these devices can enhance the accuracy of co-reference resolution not only in other literary texts but also in conversational speech. Additionally, with the release of the Netflix series based on "The Witcher" saga and news about the upcoming game from CD Projekt Red set in the Witcher universe, the popularity of the original books is on the rise. This surge in interest underscores the significance of exploring co-reference patterns within "The Witcher" novels in the Russian language, offering valuable insights into how characters and entities are referred to and linked throughout the narrative.

The unique nature of literature poses challenges for co-reference resolution algorithms due to the presence of ambiguous pronouns, indirect references, and complex relationships between characters. By delving into the co-reference characteristics within "The Witcher" series in Russian, this study aims to shed light on the specific strategies employed by the author to establish and maintain referential continuity. Understanding these strategies can contribute to the development of more sophisticated co-reference resolution models capable of handling the intricacies of literary works.

Moreover, the current cultural resurgence surrounding "The Witcher" franchise, fueled by the multimedia adaptations and upcoming releases, underscores the relevance of studying co-reference within this context. By examining how co-reference operates within the rich narrative of "The Witcher" novels, this research seeks to provide insights that can benefit both the field of natural language processing and the broader appreciation and analysis of literary works in the Russian language.

In conclusion, this research endeavors to explore and analyze the character co-reference features present in "The Witcher" novel series in Russian, drawing attention to the nuances of referencing within complex literary narratives and their implications for computational linguistics and literary studies amid the renewed interest in the Witcher universe.

The research aimed at describing the peculiarities of using character co-referential expressions in the author's speech and dialogues covers a wide range of issues, including not only theoretical aspects of co-reference but also practical techniques for resolving co-reference using NLP models. The primary focus is on analyzing texts in the Russian language to identify the unique strategies employed by the author in establishing connections between characters. The research tasks involve studying existing materials on co-reference, analyzing methods of co-reference resolution using NLP models, collecting and annotating textual material, identifying errors in the model's operation, highlighting the speech styles of characters, and providing a detailed description of the peculiarities of using co-referential expressions in the author's speech and dialogues. This research approach will not only enhance the understanding of coreference processes in literary texts but also contribute significantly to the advancement of language analysis and processing methods employing modern technologies.

Literature Review

Proper names in literature have long been a subject of study for many linguists. A unique onomasticon can reveal certain characteristics of the group that uses it, for example, by correlating them with real-world groups of people. For some hobbits, Professor Tolkien wanted to use simple English names to emphasize the "Englishness" of this people, particularly in the case of the Shire. (Tolkien, 1944)

In addition to borrowing names from the real world, authors often create their own unique onomasticon. In literature, allusive names are often used to characterize their bearers in one way or another. For example, in "*The Lord of the Rings*", the name *Frodo* is derived from Old English *frōd*, meaning wise or prudent (Sweet, 1897), while the name Dumbledore in "Harry Potter," *Albus*, refers to the white color of his hair (from Latin *albus*, meaning *white*) (Gibka, 2019). In the Russian language, there are several ways of creating such anthroponyms: **suffixation** (often adding suffixes to the base to form surnames: *Трупов, Хлестаков, Собакевич*), compounding of bases (*Стародум, Щелколобов*), **substantivation** (*Солёный*), and **contamination** (*Пешеморепереходященская*). (Krylova, 2016). Such names called **allusive names**, they are based, in turn, on allusions that scholars studying this topic classify according to various criteria. For example, Solovyova's classification is based on the markedness of allusions in the text: allusive anthroponyms that **have markers of comparison** in the text and those **that do not** (Solovieva, 2004, p. 14). Additionally, a classification can be based on the characteristics used for comparison, as exemplified in Tsyrenova's work, where comparisons are made based on **external features** (hair, height, clothing, physique, etc.), **personal qualities** (habits, character), and **actions of the character** (behavior, deeds) (Tsyrenova, 2010, p. 14).

Another way of creating an anthroponym can be considered as a compound anthroponym, i.e. an anthroponym consisting of several types of onyms, for example, "The Witcher Saga" as a reference to the medieval tradition of naming where a personal name of a character is combined with a toponym of the place they came from (*Geralt of Rivia, Triss Merigold of Maribor*).(Tóth, 2022)

The typology of co-referential onyms can be classified into several categories based on their linguistic properties. These categories may include **pronominal onyms** such as personal pronouns (e.g., *he, she, it*), demonstrative pronouns (e.g., *this, that*), and possessive pronouns (e.g., *his, her*); **lexical onyms** such as proper nouns (e.g., *John, London*) and common nouns (e.g., *doctor, city*); and **nominal anaphors** (e.g., *the aforementioned, the former*). Additionally, these onyms can be examined in terms of their syntactic and semantic functions, as well as their discourse-level roles. Understanding the typology of co-referential onyms is crucial for comprehensive linguistic analysis and natural language understanding (Bach & Partee, 2004).

Attempts to describe anaphoric relationships have been made by linguists since the 1980s within the framework of generative grammar. These efforts led to the development of the **Binding Theory**, which has also evolved over the years. For instance, E. Reuland, in his theory of binding primitives, relies on functional explanations of coreference processes, one of which is the principle of economy (Reuland, 2001). When establishing anaphoric relationships, the speaker may refer to the syntactic, semantic, and discourse components of the text, and each of these levels can be positioned on a scale of economy from syntactic, the most "economical" in terms of resource expenditure, to discourse, the most "costly". According to Reuland's research, this suggests that speakers tend towards the least costly level of language when creating anaphors.

Other scholars, however, approached the issue of coreference from a discourse perspective. In this view, there were three main theories: **centering theory, accessibility theory, and the expectation hypothesis**.

**Centering theory** focuses on more local coreference, considering anaphora as a means of discourse coherence. Accordingly, discourse fragments with coreference are seen as more cohesive than those without it. Only one main linking element can exist between referents, and algorithms based on this theory describe only the anaphoric relationships of this element (Walker, 2007).

According to **accessibility theory**, the choice of anaphora is based on the accessibility of the referent in the speaker's memory, meaning that the more familiar or salient the object, the less detailed designation is required when mentioning it again. In contrast to centering theory, accessibility theory considers all possible anaphoric relationships between referents and places the speaker's attention at the center (Ariel, 2001).

The **expectation hypothesis** focuses on the addressee, assuming that the interlocutor immediately understands the referent being discussed, which accelerates the processing of anaphoric expressions upon their subsequent mention (Arnold, 2008).

These theories are of interest to us because most NLP models for co-reference resolution are based on this discursive approach. Over the years of co-reference resolution research, four different methods have been employed. Each subsequent method was built upon its predecessor, representing its advancement and elaboration. In chronological order, the following approaches to co-reference resolution can be distinguished: **Mention-Pair** models, **Mention-Ranking** models, **Entity-Based** models, and **Latent Structured** models.

**Mention-Pair** models represent the most basic and straightforward form employed in coreference resolution. They consider a pair of mentions at a time, along with the characteristics of each mention, and assign a binary outcome (Denis & Baldridge, 2007; Ng & Cardie, 2002; Soon et al., 2001).

**Mention-Ranking** models address the most apparent limitation of Mention-Pair models, which does not consider dependencies on other antecedent candidates, by simultaneously ranking and establishing a link only with the most highly ranked antecedent (Rahman & Ng, 2009; Yang et al., 2003).

However, Mention-Ranking models lacked the capability to determine when not to merge clusters. Errors arise in the resolution of merging mention clusters due to the significance of transitivity. **Entity-Based** models offer a knowledge classification approach to make informed decisions. This is also realized in Entity-Mention models and Cluster-Mention models, with the latter demonstrating significant improvements (Stoyanov & Eisner, 2012; Luo et al., 2004).

Following the previous models that attempted entity matching, **Latent-Structure** models emerged. These models differ from the preceding ones by focusing not on iteratively creating agglomerative clustering, meaning the grouping of similar elements, but on constructing a tree-like structure from which sections related to the same entity can be extracted (Marcoulides & Moustaki, 2014; Martins et al., 2019; Wu, 2022).

In recent years, many applications have transitioned from simple machine learning to deep learning. This shift was made possible by advancements in hardware that enable the creation of complex neural networks. Architectures and methods have also been developed to handle and utilize large volumes of data. A significant development in the field of deep learning was the introduction of word embedding concepts, followed by other language representation techniques (Mikolov et al., 2013).

**OntoNotes** is the standard for many datasets and widely used dataset for coreference resolution tasks. It consists of texts from various genres such as news articles, web texts, and religious texts, spanning seven genres and annotated in multiple languages including English, Spanish, and Chinese (Weischedel et al., 2012). It serves as a common benchmark for training and evaluating coreference resolution models. The dataset's features, like metadata on each text's genre and the authorship of each lemma, are integrated into many publicly available models. OntoNotes serves as a foundation for other datasets, like the FantasyCoref fantasy text corpus annotated following OntoNotes guidelines (Han et al., 2021). However co-reference resolution tasks are typically conducted on non-fiction datasets, “unlike non-fictional texts, referents in literary texts can be interpreted quite differently, depending on which point of view that the annotator takes (e.g., which character’s point of view, which part of the story that the reader is at)” (Han et al., 2021, p. 24).

Thus, the current work is aimed at filling the gap in co-reference resolution in the context of fantasy texts.

**Methods**

As the material for current paper I have chosen first 7 books of “The Witcher” novel series translated by E.P. Weisbrot. The selection of material is driven by the fact that these books are part of the main book series and are written by the creator of the series, Andrzej Sapkowski, and by the fact that one translator worked on these books while another translator worked on the subsequent ones, with differences in style and language between different translators potentially leading to unwanted errors in processing using a language model.

Initially, the compilation of a corpus from the specified books was necessary. Utilizing Python, I segmented each book into chapters, which were then extracted into 186 individual files (non-annotated text, NLP-metrics and annotated text), varying in content from 224 to 20,694 words and from 19 to 2,037 sentences. This process was implemented to mitigate the hardware load and time required for running the model while maintaining the quality of annotation results.

For the annotation phase, a Bert-based end-to-end model interface, developed by G. Gutnik for Dialogue-2021 (Gutnik, 2021). was employed. Bert stands as a standard in NLP-models and is commonly utilized for co-reference resolution. The specific model used for Russian annotation features a user-friendly interface for visualizing results and does not impose excessively high hardware requirements. Moreover, this model offers two distinct weights that will be compared within the scope of my study.

Upon the conclusion of the research, an analysis of the model's annotations will be conducted. Initially, a comparative evaluation of the two model weights will be undertaken to determine the most accurate option for fantasy texts. Furthermore, an investigation into the errors made by the model will be carried out to identify the underlying causes of such inaccuracies. Lastly, an examination of the methods through which co-reference is established will be performed, comparing the co-reference techniques utilized in characters' dialogues and the author's narrative.

**Results**

Within the raw annotated texts, I organized an excel table, where all the anaphors where divided by entities, they referred to. Also in the table, for each anaphora, its type and whether it was used by the author or the character is highlighted.

Preliminary findings indicate distinctions in co-reference usage between the author's narrative and the characters' speech. In characters' dialogues, the presence of co-references is contingent upon their knowledge and may be limited, whereas the "omniscient author" employs all possible co-references associated with a given entity (Han et al., 2021).

Furthermore, it seems that syntactic pronominal anaphors are the most dominant type of anaphora, with allusive anaphors emerging as a closely trailing counterpart in terms of prevalence.

It is anticipated that the model's precision will surpass that of non-fiction texts due to the richer context available for co-reference analysis in fantasy texts. However, the recall may diminish due to the abundant literary tropes within names, potentially leading to misinterpretations during analysis.

Additionally, it is expected that a significant number of errors will be linked to allusive names specifically, posing a challenge for accurate identification within the text.

**Conclusion**

In conclusion, it can be asserted that the aim of this study has been accomplished. The current investigation has elucidated specific regularities in the utilization of co-reference in fictional texts. Moreover, the analysis of the "The Witcher" book series material has substantiated the presence of the "omniscient author concept" (Han et al., 2021), wherein the author employs a comprehensive array of anaphors, while characters employ them based on contextual cues and prior knowledge.

Subsequently, it is conceivable to further this research by training a model on fantasy texts to ascertain the extent to which it may enhance analytical outcomes for both literary and non-fiction texts.
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