HW5

1.a. FASTA file of the AA sequence(40-650 AA, 200 AA MAX per domain).

b.

c. Job ID: Job 63505; 1 domain; template ID and protein class: [4q57B\_201](http://robetta.bakerlab.org/pdb.jsp?pdbid=4Q57B_201)  ,confidence=0.7812. This is a homology modeling case

2.

|  |  |  |  |
| --- | --- | --- | --- |
|  | Advantages | Disadvantages | Application Example |
| Centroid | Fast. Less memory consumed. | Not accurate, especially for non-bb atoms interaction prediction. | Low resolution prediction. Predict the backbone rough position and basic secondary structures(S/H/L). |
| Full Atom | More accurate. | Time and memory consuming. | H-bond prediction, and proteins with large side chain groups. Especially important for energy calculation and precise atom placing. |

3. The fragment insertion is much more effective than single torsion angle moves. The small move and shear move can only change a torsion angle one time, and with an ideal angle range. The fragment insertion can give several torsion angles one time, and the angles are more realistic because it considers the different types of amino acids. But the process to generate a 9-mer and 3-mer fragment files is time-consuming and complex.

5. =0.5, delta E=0.9631

6. For the Ab initio modeling, we can compare the lowest score decoy with the native structure to see if they can be matched. Also, the lowest score decoy should have the similar score with the native one. The move map of the algorithm should have the ideal degrees of freedom we want. There should be enough iterations and decoy numbers.

To make an algorithm more effective, we can add the numbers of iterations for both low resolution and high resolution modeling. Also, there should be enough decoys. And consider to use all kinds of movements with reasonable value ranges.

7.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Iterations | Decoys | Computer time | Total computer time |
| Simons et al. (1999) | 10000 | ~30000 |  |  |
| Bradley et al. (2005) |  |  | 1 min on 1 CPU for a  100-residue protein | 15 processor (3.2 GHz) days. |
| HW4 | 100 | 100 | 10.272017 | 15.760105 |
| HW5 | 3000 low-res  1000 high-res | 10 | 26.047219 |  |

8. Detailed balance: which requires that each transition x→x' is reversible: for every pair of states x, x', the probability of being in state x and transitioning to state x' must be equal to the probability of being in state x' and transitioning to state x, ![pi(x)P(x\rightarrow x') = \pi(x')P(x'\rightarrow x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARoAAAAWBAMAAADtKE5GAAAAMFBMVEX///8wMDAiIiIWFhZ0dHQMDAyenp62trZQUFDm5uZiYmLMzMyKiooEBARAQEAAAAAjpC+OAAAAAXRSTlMAQObYZgAAA1lJREFUSA2dlEtoE1EUhv+8mleTtlJfoBAEBVGwKGhXUqGgFdSudCFIxJ2bBkRcCDbqRl0NPrBikSCuLNQIiguhBldCBcWVIkjAIuhCK4igUes5d+bee+7MlIpnkfnnP//57s3kToD/rtNLTmabsZFF7NjsP5uvl0yW6rGRRWyZLQTfY7c0p+RNSGc7cLKirVnjTSdhbZG1Ml2z+nkgEx6J9JYjn5fV0N2y/YjKVaCykQagWef8REATdswMWauNXewNpC/GW0h3cN+0Y0SmCjPkto19MEj4NGG7eX1nl0uYx7SCm/foCf3BSp2Luz4kU2UjTc0qjgYJnybtyAwbiaq2U1rgKKv1QP4rBowZI4bJU9lIT7PSQ0HCp0k7MsNGV6+292uBHlbvqPcr3TZmIGaEUSOtssLzpWZldULRIG09I4HAPPBlYWHhJTZT/8F0YReQqgLFb0CykmyR2tu+Y7aMjAcuY6aqfGsrzJI0sYQdcIHbUZ6dmrgB7KCfZii58YWHxBC9Ux3k+7wUff2rWDf5w0ynG0oak7Mob+PayirMorNACZ8mlqBoUC6wH6dQz1HrDVBAql4EcnVi/Lx7qYYSPYkGBtHUs8AGJY3JWVERlqSJJcSIA7xAj6Q+Qd15Euipkiq0gVKFhDoVHr6zxM3Hqk5e5BttqiwbusIsSRNLcDwOOE356nFqql9jjGO8mycNVj30bNBF+6Q626dqOR0oqsCM7CbMkjSxBCPigLSbjLeHmm85cZ4/yg3gQI1VqUkfuQGWup56SmmTs+LcRFiSJpbQNLo6wE/AMdwm9xC9KdiJSTozLWCtymdoT81UO09GUEV/a8bkrKwwS9LEEnbEBa4BVmEfdfuBsUeDdGjBe3il8vQ+dHVO1At2ONFkbU3OygqzJE0sYUdcID2Sw+D/ePprmhm+NezRPPD+90ceSLdRnBuZG7HDV5S0JmWdCrMkTSxhZ1zgqG5c0wLPjMqbrrauaxFcbVY2LAuCBmnruAPsrmu7XNVqkxbAByvjlciKgGUBIiFtkbYy2dQ6XwlUth0Iuly2MlZl27G2YQEyIezYMZyxNv/pcCX8i/rsaoibGCmzsq1ZLg3WlmGre63sDh6TOLPArO3HKScrApoFOAlri6yVaQ9/AU8OByFlIoYPAAAAAElFTkSuQmCC).

the Metropolis Monte Carlo algorithm generates a new configuration n from a previous configuration m so that the transition probability W(m → n) satisfies the detailed balance condition.

I think the Monte Carlo Object itself satisfies the detailed balance, but the Monte-Carlo-plus-minimization algorithm does not satisfy the detailed balance. There is a larger possibility to accept the movement, since the minimization step will automatically find the lower energy around the movement in the energy landscape. Move m to n, then the acceptance rate P(m to n)> P(n to m).