|  |  |
| --- | --- |
| {{[imagePhoto]}} | **徐盛** 在职，看看新机会  男 | 37岁 | 上海 | 硕士 | 工作15年 | 当前薪资：保密  大模型算法研究负责人 | 上海远澜私募基金管理有限公司 | 基金/证券/期货  邮箱：firefox2911@aliyun.com  手机：13918029241 |
| [联系TA](https://h.liepin.com/resume/common/dispatch?backUrl=https%3A%2F%2Fh.liepin.com%2Fresume%2Fshowresumedetail%3Fres_id_encode%3D6fdee9d584L61ae140c9d16%26sfrom%3DR_LOCALRES%26pgRef%3Dh_pc_out_res_source_page%253Ah_pc_pdf_res_chat_btn%2540%253A%253A) |  |
|  |  |

|  |
| --- |
| **| 求职意向** |

|  |
| --- |
| **算法工程师** | **上海** | **65-80k×14薪** |
| 全部行业 |
|  |

|  |
| --- |
|  |
| **| 工作经历** |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **上海远澜私募基金管理有限公司** | | | 2024.01-至今 (1年6个月) | |
| **大模型算法研究负责人** | | | | |
| 所在部门： |  | 汇报对象： | |  |
| 下属人数： |  | 工作地点： | |  |
| 月 薪： |  | | | |
| 职责业绩： | 整体职责 1.负责AI智能体技术方案设计，构建多模态AI应用架构。 2.负责AI智能体在复杂场景中的定制化落地，包括计划、执行、知识运用等。 4.将AI能力与业务系统深度融合 ，基于工作流编排、mcp server/host/client开发等。 5.进行大模型微调和优化，提升模型在特定场景下的准确性和实用性。  6.探索多智能体协同在复杂任务中的应用。  业务职责1 构建自主阅读文献并复现因子论文代码的Agent|Workflow 构建的自主 agent 实现：文档解析、多模态内容自动识别、内容理解、Context 感知、代码生成、代码debug 、持续debug能力优化  业绩： 构建的 Agent 与工作流为 股票, CTA 自动化阅读论文并构建代码、批量扩展因子、生成因子文件，日阅读量 800+ 生成金融量价因子量 1w+   业务职责2 构建Plan-Action 模式的自主agent 开发 MCP Server/Client、workflow infrastructure 等的基础上，构建可基于指令自主构建plan并实施、反馈的Agent  业绩： 上线了宽基择时业务 agent，能够根据指令自主执行动态功能，包括：搜索构建整合L2数据、因子测试、因子有效性解释、策略组合编排、参数自动寻优、策略回测   业务职责3 深度强化学习在交易侧的应用，基于强化学习算法实现股票、CTA、加密货币的策略交易。 构建基于L2的虚拟环境并用于PPO(transformer)算法 测试期平均 sharp 3.8+  业务职责4 前后端基础设施：页面交互、各类数据库、MCP维护等 LLM基础设施： 模型微调、GRPO小模型用于数据校验代码合成等 | | | |
|  | | | | |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **三一集团** | | | 2022.06-2023.12 (1年6个月) | |
| **数据科学家** | | | | |
| 所在部门： | 信息化流程总部 | 汇报对象： | | CIO |
| 下属人数： | 3人 | 工作地点： | | 北京-昌平区 |
| 月 薪： |  | | | |
| 职责业绩： | 三一数字化转型与工业智能团队 - (知识图谱)算法负责； 整体负责知识图谱算法研发、产品研发，带领团队完成相关的项目、应用服务上线。  主要职责： 1. 整体负责集团内部知识图谱平台、应用体系算法侧产品、研发、算法开发。包含：知识图谱构建(实体识别、实体链接、FAQ、KBQA、图谱融合)、图深度学习算法、智能交互机器人、维修诊断场景，其中部分应用基于工业数据多模态融合算法实现。 2. 落地相关项目： a. 工艺制造研究总院 - 质量管理部 - 质量追溯与预警 b. 故障预诊断与故障流程排查助手 3. 负责相关技术路线规划和阶段性技术眼镜 4. 负责探索性项目包括：强化学习用于排产排程  主要业绩： 1. 为数据管理部构建了三一数字大脑基座： a. 图数据库选型测试上线 b. 图深度学习脚手架和算法模型服务开发 c. 知识管理平台构建 d. 知识图谱实例资产落地 [故障诊断、设备故障预诊断推理、质量预警]，其中质量预警图谱覆盖：研发、制造、供应商和售后领域 b. 项目业绩： (1) 质量追溯预警在三一小挖产品线，对没年29w+起故障现象进行多标签分类预警，提升16%预警成功率，实现降本增效约2.7千万(估算值) (2) 故障预诊断 针对 70w / 年订单，提升20%左右的提前预警、故障解决、增加有效召请，降本增效金额在1500w | | | |
|  | | | | |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **三一集团-树根互联** | | | 2021.01-2022.06 (1年5个月) | |
| **知识图谱算法负责** | | | | |
| 所在部门： | 工业AI BU | 汇报对象： | | BU Leader |
| 下属人数： | 6人 | 工作地点： | | 北京-海淀区 |
| 月 薪： |  | | | |
| 职责业绩： | 主要职责： 主导产研团队落地研发树根小数智能平台，包括：知识图谱管理平台、智能助手、机器学习 1. 落地智能助手产品 负责产品指导、算法设计。 负责后端算法开发并指导算法团队完成工作。 实现 意图识别、实体链指、KBQA等算法； 实现智能助手可基于业务配置的交互逻辑。 2. 落地知识图谱平台产品 a. 基于知识图谱构建的全生命周期流程指导产品构建； b. 知识图谱凭他i算法功能实现： 联合抽取：基于TP-linker和图深度学习的实体关系联合抽取 实体链指算法落地：包括典型工业场景NER、CEG、ED等模块 KBQA： 3. 生产制造工艺参数优化 基于生产制造流程的图模型和相关工艺提质增效目标，落地生产制造工艺参数优化，综合利用工艺仿真、强化学习和迁移样本学习。 | | | |
|  | | | | |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **金山云(北京)信息技术有限公司** | | | 2019.04-2020.12 (1年8个月) | |
| **大数据 & AI 应用研发负责人** | | | | |
| 所在部门： | 政企事业部 | 汇报对象： | | 副总裁 |
| 下属人数： | 16人 | 工作地点： | | 北京 |
| 月 薪： |  | | | |
| 职责业绩： | 主要职责： 基于金山云大数据平台、AI平台、图分析平台，负责大数据与AI能力在工业、政府、通信、金融业的整体应用研发、生态整合与针对性能力提升，带领应用研发团队，读题包括： - 行业需求解析与大数据与AI方案构建 - AI算法应用开发：主要基于深度学习、强化学习、图深度学习、NLP 等技术在内容理解与审核、风险控制分析、文本类应用等方面的落地实现 - 核心产品能力构建，包含但不限于：大数据&AI 应用服务开发、产品/工具/平台能力构建 - 跟踪前沿算法、应用方向与效果验证 主要业绩： 1. 产品落地 2. 项目交付： a. 海关总署基于图模型的风险防控预警 | | | |
|  | | | | |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM** | | | 2015.03-2019.03 (4年) | |
| **Data Scientist / Senior Consultant /Manager** | | | | |
| 所在部门： | GBS - CBDS | 汇报对象： | | 高级咨询经理 |
| 下属人数： | 6人 | 工作地点： | | 上海 |
| 月 薪： |  | | | |
| 职责业绩： | Leading Data Scientist of GBS CBDS team 担任 IBM GBS 认知计算与商业智能数据科学家，负责相关算法研发、产品，项目交付等； 累计交付国内外10+项目，包含大中型企业客户：工商银行总行、建设银行总行、太平洋保险(两期)、中国移动(北京)、中国移动(山东)、兴业银行、Suncorp等。 出色完成算法落地和优化，项目上线和持续运转。 | | | |
|  | | | | |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **银联商务有限公司(内部调动)** | | | 2014.11-2015.03 (4个月) | |
| **欺诈侦测** | | | | |
| 所在部门： | 风险管理部 | 汇报对象： | | 风险管理部总经理 |
| 下属人数： |  | 工作地点： | | 上海 |
| 月 薪： |  | | | |
| 职责业绩： | 负责银联反欺诈侦测模型构建: 针对卡片支付场景中的六类交易风险，基于交易回码模式、卡片账户静态信息、其他关联信息进行风险分类识别； 使用 RF、xgboost等进行分类识别 | | | |
|  | | | | |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **中国人民银行征信中心** | | | 2014.02-2014.10 (8个月) | |
| **风险建模** | | | | |
| 所在部门： | 增值业务部 | 汇报对象： | | 征信中心主任 |
| 下属人数： |  | 工作地点： | | 上海 |
| 月 薪： |  | | | |
| 职责业绩： | 中国人民银行个人信用评分模型建模与测试 | | | |
|  | | | | |

|  |
| --- |
|  |
| **| 项目经历** |

|  |  |  |
| --- | --- | --- |
| **Elab 自主动态流程Agent** | | 2025.03-至今 (4个月) |
| 项目职务： |  | |
| 所在公司： |  | |
| 项目描述： | 构建类似于Plan-Action 模式的自主agent，要求agent可以基于业务目标自定义计划、执行action 并实现反馈闭环 | |
| 项目职责： | 1. 负责整体方案设计 2. 技术架构研究、测试、选型 3. 开发 MCP Server/Client、workflow infrastructure 等 4. 构建可基于指令自主构建plan并实施、反馈的Agent | |
| 项目业绩： | 1. 上线宽基择时自主工作Agent ，满足自动分析数据、因子、自动构建策略、(实验性)优化策略、回测交易效果并生成 html 报告 2. 实现 resource & tool 用户自主注册、测试、发布、调用等 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **Elab Finanace KB & Search Engine** | | 2024.01-至今 (1年6个月) |
| 项目职务： | 数据科学家|项目负责 | |
| 所在公司： | 上海远澜私募基金管理有限公司 | |
| 项目描述： | 基于知识图谱全生命周期框架，构建多模态金融 Knowledge Base 和 Advanced RAG Search Engine | |
| 项目职责： |  | |
| 项目业绩： |  | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **Elab 量化因子构建|Auto Code** | | 2024.01-至今 (1年6个月) |
| 项目职务： | 数据科学家 | |
| 所在公司： | 上海远澜私募基金管理有限公司 | |
| 项目描述： | 因子生成是股票量化策略模型构建的基础，类似于特征工程，传统方法有基于遗传善法、人工构建等，使用 LLM 可以快速、自动化、大量地构建有效因子库 | |
| 项目职责： | A. 一阶段基于 llm workflow & Data Interpretor 实现股票量化中的因子自动生成、回测、优化，具体包括： 1.底层金融信息、知识库构建 2. 基于 Agents 框架的 Role 构建：[FactorImproviser, CoderWriter, FactorReviewer] 3.在框架下实现股票量化因子的自动构建、代码实现和因子改进 4.实现 100+/日 有效因子输出、回测和改进 B. 二阶段实现，思路、参数可控的因子生成技术： 1.基于因子门类、思维链、可调参数知识库构建 2.基于所选的门类、参数、思路的因子可控生成 3. 加入新 Idea( Human、Paper) 后的思路总结 + 因子生成 | |
| 项目业绩： | 实现 100+/日 有效因子输出、回测和改进； 满足因子有效性要求并且入库的因子达到 1000+ (截止 5.31)； 基于人工思路输入的可控因子生成； 基于论文总结的可控因子生成与改进已经落地。 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **ELab 图深度强化学习模型** | | 2024.01-2024.03 (2个月) |
| 项目职务： | 数据科学家 | |
| 所在公司： | 上海远澜私募基金管理有限公司 | |
| 项目描述： | 基于图深度学习、图强化学习实现股票量化策略和优化 | |
| 项目职责： | 1. 基于因子库(2k+) 和 行业图，实现图深度学习对于收益率(跨期 - 1,3,6, 9) 预测 2.回测和模型优化 3.策略验证 | |
| 项目业绩： | 1.5 年累计 116%收益率，前 10%组 2.最大回撤 12% | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **三一电站换电调度项目** | | 2023.02-2023.10 (8个月) |
| 项目职务： | 算法科学家 | |
| 所在公司： | 三一重工 | |
| 项目描述： | 强化学习用于电站换电调度策略： 三一换电站需要给站属运输卡车进行电池更换操作决策，同时，基于尖峰平谷电价权衡自身充电策略，以实现毛利率的最大化，和车辆等待时间最小化。 基于业务需求平衡两大业务目标： a. 最大化电站毛利率  b. 最小化车辆等待时长两个目标 | |
| 项目职责： | 工作内容： 1. 构建电站数据仿真，包括电站、电池、车辆、充电桩、电池车、存储柜等。 2. 构建强化学习算法，用于多智能体的换电调度决策问题。利用 DDQN, A2C, PPO 等算法，优化值策略综合函数，得到仿真环境下的最优策略，并继续历史数据进行模拟测试 | |
| 项目业绩： | 1. 针对当前业务现状，优化了电站策略，提升毛利率20% 2. 减少了车辆平均等待时长，15% 3. 给出不同电站投入参数下，各能够达到的最佳毛利率和车辆等待时长 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **智能交互诊断平台** | | 2021.01-2022.06 (1年5个月) |
| 项目职务： | 算法工程师 | |
| 所在公司： | 三一重工 | |
| 项目描述： | 背景 三一重工内部基于设备维修记录的智能诊断知识图谱交互应用，用来服务三一内外部关于工程机械设备的智能交互诊断 目标 实现背靠知识图谱、知识库的诊断的智能交互 概述 基于智能交互，KBQA完成智能诊断服务 | |
| 项目职责： | 三一数字化转型与工业智能团队 - (知识图谱)算法负责； 整体负责知识图谱算法研发、产品研发，带领团队完成相关的项目、应用服务上线。 主要职责： 1. 整体负责集团内部知识图谱平台、应用体系算法侧产品、研发、算法开发。包含：知识图谱构建(实体识别、实体链接、FAQ、KBQA 、图谱融合)、图深度学习算法、智能交互机器人、维修诊断场景，其中部分应用基于工业数据多模态融合算法实现。 2. 落地相关项目： a. 工艺制造研究总院 - 质量管理部 - 质量追溯与预警，基于图论的归因分析 b. 故障预诊断与故障流程排查助手，多模态检索 3. 负责相关技术路线规划和阶段性技术眼镜 4. 负责探索性项目包括：强化学习用于排产排程、换电调度 | |
| 项目业绩： | 主要业绩： 1. 为数据管理部构建了三一数字大脑基座： a. 图数据库选型测试上线 b. 图深度学习脚手架和算法模型服务开发 c. 知识管理平台构建 d. 知识图谱实例资产落地 [故障诊断、设备故障预诊断推理、质量预警]，其中质量预警图谱覆盖：研发、制造、供应商和售后领域 b. 项目业绩： (1) 质量追溯预警在三一小挖产品线，对没年29w+起故障现象进行多标签分类预警，提升16%预警成功率，实现降本增效约2.7千万(估算值) (2) 故障预诊断 针对 70w / 年订单，提升20%左右的提前预警、故障解决、增加有效召请，降本增效金额在1500w (3) 上线故障诊断助手，以自然语言智能交互助手形式，提供8000用户 50w次/月 调用 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **海关总署风险防控(一期/二期)** | | 2019.06-2020.12 (1年6个月) |
| 项目职务： | 算法技术总监 | |
| 所在公司： | 金山云 | |
| 项目描述： | 海关总署风险防控系列项目，包含海关总署在全国各关口、针对海、陆、空、跨境等风险的防控、识别。基于防控现状，综合利用相关技术手段，包括但不限于，NLP、知识图谱、图深度学习、CV等，用以甄别各类走私、夹藏等犯罪风险。 | |
| 项目职责： | 负责人工智能模型的综合应用设计与平台能力构建，整合技术盏，理解业务特征，保证风险防控模型上线。 负责图深度学习模型的开发、构建、模型调优和部署联调。 负责通过结构化和半结构化的数据，以及结合数据挖掘的方法构建知识图谱。 负责图数据库的应用、调试、开发，完成端到端的模型应用。 | |
| 项目业绩： | 完成夹藏、防控等模型的开发、构建、部署、验证工作，达到优异的模型性能，完成与海关总署签订的模型性能指标，落地多家地方省海关。 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **CCB 图计算与知识图谱研究** | | 2018.06-2019.01 (7个月) |
| 项目职务： | 数据科学家 | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | 基于CCB关系数据构建知识图谱与图模型，应用于关系推断、模式识别、风险预警等课题。 | |
| 项目职责： | 作为数据科学家： 负责图计算中的算法实现，基于 gremlin, java, python等工具。 负责业务场景设计与解决方案制定，模型构建与最终交付上线。 负责IBM 知识图谱框架与NLP结合的探索性研究。 | |
| 项目业绩： | 为中国建设银行构建自底向上的图数据库、图计算分析能力。构建图计算、知识图谱在金融领域各细分场景下的应用和解决方案。包括但不限于： 1. 对公资金流向分析、隐性关系探查、 2. 基于图深度学习的流失预测、其他图属性预测 3. 异常识别、模式挖掘用于信用卡反欺诈模式识别等 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **CCB 大数据智能分析咨询项目** | | 2017.08-2018.06 (10个月) |
| 项目职务： | Data Scientist / Consultant | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | 与CCB大数据中心合作，针对各个业务部门的不同需求、痛点，通过数据挖掘、人工智能的方法，解决实际问题，提升业务效率。 | |
| 项目职责： | 1. 担任首席数据科学家/咨询顾问负责从商业需求理解、方案设计到模型开发、落地实施的全过程。 2. 指导建行大数据中心和IBM团队成员完成从数据清洗、转换到模型构建、调参、验证的全流程。 | |
| 项目业绩： | 1. CCB 智能交互机器人 2. 手机银行拓户挖掘 3. 信用卡客户生命周期价值计量 4. 分期通白名单拓户挖掘 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **CPIC Watson智能分析项目** | | 2017.04-2017.12 (8个月) |
| 项目职务： | Data Scientist / Consultant | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | 太平洋保险Watson智能分析项目以Watson 智能机器人为主，共包含三个子项目： 1. Watson 智能对话机器人后台 - Watson 大脑 2. 代理员成长了路径模型分析 3. Watson文本挖掘功能 | |
| 项目职责： | 作为Data Scientist负责人指导和实践与项目成员共同完成三个子项目从商业需求理解、模型方案设计到落地实施交付等工作，具体包括： 1. 智能对话机器人的开发 使用深度学习、知识图谱、NLP等技术，实现 Chat Bot 在意图分类、实体识别以及 Knowledge Base构建和管理，知识推理等方面的功能。 2. 序列模式挖掘模型的开发： 基于NLP技术识别代理员关键事件，并基于序列模式识别的挖掘方法，识别最优代理人成长路径，并给出应用策略建议。 3. Watson文本挖掘分析 应用 IBM Watson Explorer 结合开源工具，实现对文本的分析功能，包括但不限于：构面、实体提取、关系抽取、序列分析、偏差分析等 | |
| 项目业绩： |  | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **CMCC客户感知与人工智能创新项目** | | 2017.02-2017.08 (6个月) |
| 项目职务： | Data Scientist / Consultant | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | CMCC大数据分析和咨询包含两个子项目： 1. 在客户感知标签大数据平台上，基于Hadoop生态完成系统的构建、数据的处理和展示。 2. 创新项目利用客户投诉工单数据，基于tensorflow深度学习框架和自然语言处理技术，解析客户情感、观点，提取各类实体信息，并用于客户越级投诉预测和策越性干预。 | |
| 项目职责： | 作为Data Scientist负责人，负责： 1. 基于Spark的客户感知模型开发、基于Spark、Hive、Hbase的数据处理全流程开发 2. NLP在信息提取（情感、实体等）的开发；深度学习用于文本分类的开发。 | |
| 项目业绩： | 成功实施： 1. CMCC 网络性能分析模型 2. 客户投诉信息分析模型，含：情感分析、NER、投诉预测 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **ICBC大数据挖掘** | | 2016.06-2017.02 (8个月) |
| 项目职务： | Data Scientist / Consultant | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | ICBC大数据分析和咨询项目包含一系列数据挖掘分析的子项目以及规划分析和咨询。数据挖掘包括12个模型，覆盖客户关系管理和风险管理两大方面，一系列场景下的模型开发和应用，包括但不限于： 1. 风险管理： 1.1 工银e支付风险行为模式识别 1.2 社交网络模型用于社群风险识别与预警 2. 客户关系管理： 2.1 社交网络分析用于识别关键客户. 2.2 优质客户成长路径分析 2.3 客户细分用于投资偏好分析 | |
| 项目职责： | 主要工作内容: 在以下几类模型中负责方案设计，挖掘模型构建与交付，包括代码编写和指导相关项目人员工作： 1. 模式识别(客户行为路径分析)，用于风险管理&欺诈侦测：“工银e支付”，通过模式识别技术来侦测，支付场景下存在潜在风险的客户。 负责方案设计，挖掘模型构建，代码编写和指导相关项目人员；  2. 社交网络分析(SNA) 2.1 SNA用于识别产业链上下游中的关键客户 2.2 SNA用于识别存在潜在风险的社群，用于信贷风险预警   3. 客户细分(投资偏好)用于CRM 基于客户投资组合、投资行为的聚类分析，来完成客户投资偏好细分，属于客户360度画 像总体模型的子模型之一  4. 文本挖掘、知识图谱 基于ICBC 管理信息部-征信部的征信和外部数据，构建企业客户知识图谱，完成： 4.1 基于图的隐含关系推断 4.2 基于图的供应链模式识别分析  对于上述模型负责从商业需求理解、方案设计、ETL、模型构建到系统落地设计的全过程。 | |
| 项目业绩： | 成功交付6个模型，得到客户高度好评，整体项目得到谷树行长公开表彰。 其中，主导的工银e支付初步上线，侦测识别几千笔可以交易，挽回损失上亿。 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **福建省农信社等开源大数据平台挖掘项目** | | 2015.08-2016.02 (6个月) |
| 项目职务： | Data Scientist / Consultant | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | R/Spark/Python(开发工具) Power8(硬件环境) Linux(软件环境)FJRCCB整体项目包括大数据平台的软、硬件搭建、数据迁移和清理、数据挖掘分析。 子项目：信贷数据的开源数据挖掘分析 要求基于开源软件，如R、Spark、Python，对数据进行ETL和挖掘建模，试点项目基于担保关系数据进行了循环担保侦测与风险集群挖掘分析。 | |
| 项目职责： | 提供数据挖掘的方案、代码编写和系统落地，具体包括： 基于担保关系数据的社交网络分析： 1. 风险客群识别 2. 担保圈识别 | |
| 项目业绩： | 成功实施： 1. 基于 R/Spark 的图模型代码编写； 2. 系统落地(Linux shell)。 | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **邮储银行信用风险数据咨询：R语言代码库** | | 2015.08-2015.12 (4个月) |
| 项目职务： |  | |
| 所在公司： |  | |
| 项目描述： | R/SAS EG(开发工具) Linux(软件环境)IBM数据咨询针对信用风险相关提供整体的软、硬件，数据处理、数据分析、数据挖掘服务。 R语言代码库子项目是将数据分析和挖掘的功能在R语言环境下实现。 对比的是SAS/Enterprise Guide的统计分析和建模功能。在此基础上做了一定的扩展，如R平行计算、交叉验证等。 | |
| 项目职责： | 独立完成数据咨询子项目：R语言代码库。 涉及R语言从数据处理、统计分析、数据挖掘&建模的全套功能实现，包括：前置、参数详述、代码示例。所有代码经过测试通过，并最终以优秀的成果交付给客户。 | |
| 项目业绩： |  | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **德阳银行数据挖掘项目** | | 2015.03-2015.08 (5个月) |
| 项目职务： |  | |
| 所在公司： | 国际商业机器公司（INTERNATIONAL BUSINESS MACHINES）IBM | |
| 项目描述： | R/SPSS/LINUX(开发工具) Windows/Linux(软件环境)德阳银行数据挖掘： 相应概率预测/潜在客户挖掘. | |
| 项目职责： | 从模型设计到系统落地的全过程，具体包括：模型设计、数据ETL、数据分析挖掘(基于R/SPSS)、系统落地(Linux脚本实现) | |
| 项目业绩： |  | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **银联商务准实时欺诈侦测模型** | | 2014.10-2015.03 (5个月) |
| 项目职务： |  | |
| 所在公司： |  | |
| 项目描述： | SAS/EM Base(开发工具) Unix/Windows/(软件环境)银联商务准实时风险监控系统： 项目针对对银联商务T+0商户的终端实时交易，基于数据挖掘模型进行欺诈风险侦测、识别和监控。第一期目标要求≥85%准确率。 | |
| 项目职责： | 主要负责欺诈侦测模型的开发和落地方案的设计。具体包括：使用SAS/ EM Base 进行模型开发；结合准实时监控系统给出模型落地方案。 | |
| 项目业绩： |  | |
|  | | |

|  |  |  |
| --- | --- | --- |
| **人民银行征信中心信用评分模型** | | 2014.02-2014.10 (8个月) |
| 项目职务： | 模型开发 | |
| 所在公司： | 人民银行征信中心 | |
| 项目描述： | 征信局个人信用评分模型，基于个人征信报告所涵盖的数据范围，提供征信局个人信用评分，供所有商业银行使用。 | |
| 项目职责： | 负责模型构建、开发、验证、测试 | |
| 项目业绩： | 负责模型构建、开发、验证、测试 | |
|  | | |

|  |
| --- |
|  |
| **| 教育经历** |

|  |  |
| --- | --- |
| **上海财经大学** 经济学·硕士·统招 | 2012.09-2014.06 |

|  |  |
| --- | --- |
| **上海金融学院** 信用管理·本科·统招 | 2006.09-2010.06 |

|  |
| --- |
|  |

|  |
| --- |
|  |
| **| 语言能力** |
| **英语**（CET6、商务洽谈） **，普通话** |
|  |

|  |
| --- |
|  |
| **| 技能标签** |
| python、pytorch、docker、shell |
|  |

|  |
| --- |
|  |
| **| 自我评价** |
| 专注于 智能体（Agent）的全栈应用及相关技术, 包括: LLM 指令微调(SFT, RLAIF,LoRA)、模型推理, 强化学习(GRPO,PPO), 其他底层技术: Modular RAG、Knowledge Graph 知识图谱等。  主要技术方向:  1. 智能体（Agent）全栈开发 - 自研 workflow、多 Agent 协同，参考 Autogen, MetaGPT, OpenManus 等相关 Agent 框架, 实现任务自主规划、执行反思与迭代，并在 内容理解与转化、量化决策、市场反馈 RL 等方向落地实践。 - 基于 MCP Server/Client 架构，结合 RPA, RAG, KB 构建管理等技术， 实现 Agent 自主任务规划与任务执行，并支持多 Agent 的分布式执行与协同。 - 大模型与多模态模型应用 - GRPO 本地小模型用于代码合成、数据校验 - 强化学习应用: 量化决策中的 RL-PPO,SAC 算法应用  2. 相关基础技术研发 - 构建 Modular RAG 系统，优化知识库检索增强与推理链路； - 大语言模型全流程任务（SFT、LoRA、RLAIF微调），强化学习（PPO、SAC）任务调度； celery-worker 任务调度 - 知识图谱全生命周期管理: 例如: 1. 维护 股票、CTA Level1,Level2(order,trade,tick) 数据知识。 2. 行业研报自动总结、提取因子、提取策略 3. 异类数据: 新闻等数据知识库自动批量识别与行业轮动择股(ETA)模块 - 图深度学习: 实例: 行业关联图构建，图深度学习模型维护与目标预测(收益率预测) - 图深度强化学习: 实例: CTA 策略优化   个人项目与交付经验 - 主导智能体系统在金融量化、智能交互、制造优化等领域的自动化、智能化项目落地 - 带领产研团队完成多个大型项目交付，包括工业知识图谱构建、大模型智能客服系统、制造运筹优化降本增效  技术栈 语言与框架：Python/PyTorch/TensorFlow，AutoGen/MetaGPT/ReAct框架，JanusGraph/Neo4j； 架构与工具：MCP Server/Client、Docker、云原生开发，LangChain/LlamaIndex检索增强工具链 |
|  |

|  |
| --- |
|  |
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