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# 

# 1学位论文开题的目的和意义

随着数字媒体技术和互联网技术的发展，基于油画、国画等艺术作品的数字化及基于网络的分享方式正在成为主要的趋势。随着人们对艺术欣赏水平的提升，越来越多的人投入艺术绘画创作中。但是由于现有的图像资源库没有对艺术图像资源进行有效的管理和分类，使得用户在寻找资源时出现费时费力却又没有找到所需资源的情况。面对海量的数字化艺术图像，如何实现对其有效的分类与检索成为了亟待解决的问题。

随着计算机技术以及人工智能的发展，学者们提出了很多算法来对普通图像内容进行分类检索。现有的对图像进行分类的方法大都是对拍摄类图像进行分类，例如将拍摄类中属于动物类、人类、植物类、建筑类、物品类、场景类的图像进行分类。而针对艺术图像风格类型进行检索分类的实验并不是很多，使得用户想根据艺术图像性质分类检索自己所需的艺术图像，而很难在海量的图像资源库中找到自己所需的图像。

对具有绘画性质的艺术图像进行分类，以满足人们对特定艺术图像风格的检索与查询。对艺术图像资源进行内容层次的分类，不仅将人力从资源建设中解放出来，而且避免了资源的重复建设，保证了资源属性标注的客观性，有利于资源的跨平台、跨地区共享。通过对艺术图像的分类，帮助人们快速检索自己所需的艺术图像，有助于节省检索者的时间，快速而高效。艺术类图像的自动分类是现代数字图书馆、博物馆和美术馆的一项关键技术，对艺术品展览、学者进行历史研究以及用于教育和艺术图像爱好者学习欣赏具有很重要的作用。

# 2目前国内外的研究状况

## 2.1**国内外艺术图像分类研究情况**

图像分类不仅可以应用在图像分类管理和信息提取方面，还应用于手写字识别、人脸识别[1]、图像检索[2-4]、图像超分辨率应用[5]等方面。早期的对图像特征进行提取的方法主要是关注于图像的颜色、纹理和形状等特征。近年来，大量的工作用于寻找语义丰富的图像代表，其中效果很好的方法有局部聚合向量VLAD[6]、Bag-of-Words[7]、FV[8]等。但是基于这些方法的图像分类主要采用人工手动进行文本标注的方法，使用人们生活中关键词进行类别描述。但是这种文本分类的方法有很多不足：(1)图像分类的标注需要大量人工处理，而且很大程度上依赖于人的主观判断，这使得用户对图像分类的结果评判不一；(2)随着现在多媒体技术和互联网技术的快速发展，和人们对艺术欣赏水平的提升，大批的拍摄图像和艺术类绘制图像也运用而生。用关键字对海量图像进行描述，不仅异常复杂，而且不能充分描述图像视觉内容信息，依靠人工标注，效率低，而且跟不上海量图像产生的速度。

但是随着机器学习的发展，越来越多的人发现卷积神经网络对图像特征的提取比传统对图像特征进行提取的方法具有很高的准确率和效率，大量卷积神经网络已经用于对大规模图像的分类和检索中。

对大规模图像进行分类的研究中，大量的实验研究证明其方法的有效性、效率和内存使用率[9-12]。在对油画、国画的分类上，研究人员也提出了大量的方法对艺术画所属种类或所属画家进行分类。对于某种类型的绘画，根据图像中提取出的笔画信息，以区分不同风格的画家，2004年，Li等人[13]提出了用二维隐马尔可夫模型对图像中的大部分区域分析，并捕获关键区域笔画的特征，为艺术家建立的二维MHMMs的混合模型可进一步用于对图像进行分类和比较。2006年，Jiang[14]等利用图像低层的纹理、形状、颜色、边缘特征，将中国传统画分为工笔画和写意画，Shen[15]则将图像分成4×4的子块，对各个子块分别提取颜色、纹理、形状、颜色布局图像底层特征信息，并将提取出的特征输入RBF神经网络进行训练，然后对RBF神经网络输出的向量进行汉明距离计算以实现对输入的图像所属的艺术家进行分类。2009年，Yao等人[16]提出根据Morrisseau艺术图像中曲线的流畅性，判别真画与假画之间的区别。传统中国画由画的主体、落款印章和题记三部分组成。2010年，Bao等[17]根据传统中国画中的题记部分语义信息，对题记部分的颜色和结构进行特征提取。2013王征等[18]根据国画中纹理、颜色、形状等特征采用传统方法进行异构稀疏特征提取，采用监督的方式对特征进行学习，但是特征只有96维，不足以整体描述国画的特征。不同画家运笔的力道及要表现的情感的差异，使得画中笔画的粗细可以展现画家个人的风格，不仅可以从绘画的笔画、颜色等进行特征提取，还可以根据灰度直方图[19, 20]提取出的信息，用卷积神经网络对不同绘画风格的绘画者分类。从2012年Krizhevsky等[21]提出的AlexNet网络对ImageNet LSVRC-2010数据集进行分类训练，训练的分类结果以显著的优势赢得了ILSVRC 2012比赛，越来越多的人研究卷积神经网络对各类图像的分类效果问题。2015年，Sun等[22]根据中国水墨画中笔画的风格特点，提取出线条明显的区域并用CNN进行笔画特征提取，对水墨画艺术家进行分类。2016年，Sun等[23]采用蒙特卡洛凸壳特征选择模型整合基础特征描述子并使用支持向量机方法来对中国传统国画进行艺术家分类。中国画中工笔画与写意画在表现手法上存在区别，2017年高峰等[24]采用SIFT特征检测子和边缘检测得到图像关键区域，通过关键区域视觉特征和领域内部差异性的描述，采用级联分类器分析得出工笔画和写意画在表现手法上的不同。2018年，曹建收等[25]结合AlexNet网络中Dropout方法和GoogleNet网络[26, 27]中增加网络深度与宽度的Inception的思想构建了一个适用于对油画进行分类的网络模型。

## 2.2 卷积神经网络发展

随着网络性能的提升和迁移学习方法的使用，卷积神经网络的相关应用也逐渐向复杂化和多元化发展。在分类精度方面，在AlexNet[21]将ImagNet的图像分类准确度大幅度提升到84.7%之后，不断有改进的卷积神经网络模型被提出并刷新了AlexNet的记录，具有代表性的网络有VGG[29]、GoogLeNet[30-32]、ResNet[33]和BN-inception[26]等。最近，由微软提出的ResNet已经将ImageNet的图像分类准确度提高到了96.4%。Thomas等[34]对迄今为止的网络结构搜索空间、网络结构应用策略及其应用性能评估做了评估，在大规模数据量上等方面进行特征提取的效率在不断提高。而且随着艺术风格迁移[35-37]的研究，艺术类图像的多层风格特征可以被迁移到内容图像中。传统损失函数softmax多用于以上卷积神经网络中，其主要是对样本整体损失做调整，而没有分析样本类内损失以及类与类之间的损失。为增强类间的判别力，黄旭等[38]根据LDA（linear discriminant analysis）思想构建一种新的损失函数LDloss来参与卷积神经网络的训练，来最小化类内特征距离最大化类间特征距离，但是这种线性特征映射方法对于非线性分布结构问题没有很好的处理效果。Deng等人[39]选择3个样本即Anchor样本、正样本和负样本，通过惩罚Anchor样本与正负样本之间的距离来训练网络，但是样本对选择不当，会影响最终实验效果。文献[40]考虑各类别到类中心的距离，引入Center Loss用于人脸识别，但是没有考虑各类中心与总体样本的距离度量。在Center Loss基础上，Calefati等[41]提出一种约束条件，使学习到的特征比Center Loss具有更大的类间距离和更小的类内距离。

# 3学位论文研究的主要内容

现实中的数字图像在数字化和传输过程中常受到成像设备与外部环境噪声干扰等影响，因此选择合适的滤波方法对艺术图像去噪，以尽可能保留原始图像的真实性。用HSV颜色空间[28]将各类艺术图像的颜色、亮度和饱和度信息提取出。随着卷积神经网络的发展，研究人员发现扩展卷积神经网络的宽度与深度，对图像特征提取与分类或检索等的效果很好，但是不断增加网络的深度会出现网络退化的缺点，因此本文需要调整一个合适的卷积神经网络对艺术图像进行特征提取并用引入一个判别性的损失函数，以最大化类间的距离和最小化类内的距离。

本学位论文的重要内容包括：

第一章 绪论。主要介绍对艺术类图像进行分类的需求以及我们可能要面临的问题、研究背景和意义，和国内外对各类艺术图像进行分类的研究现状及研究成果。

第二章 基础知识介绍。介绍各类艺术图像各自具有的特点及各类艺术图像之间的主要差别。介绍主流神经网络对图像分类的应用及其优缺点，及介绍本论文中用到的卷积神经网络和损失函数。

第三章 数据进行预处理的阶段。我们直接从网上得到的数据可能是含有很大噪声，我们首先对得到的数据进行预处理，包括用中值滤波去噪及HSV颜色空间特征处理。

第四章 预测模型的提出和建立。将原始数据转换为有监督学习的样本形式，然后用卷积神经网络对预处理过的各类艺术图像进行特征提取。使用Keras框架实现，得出预测结果。

第五章 对实验的结果进行分析。使用其他的预测模型对原始数据进行预测作为对比模型。

第六章 对文章进行总结，并对下一步的工作进行展望。

# 4学位论文研究的方案及可行性分析（包括研究方法、技术路线、实验手段、关键技术等说明）

## 4.1 艺术图像数据采集

本论文的实验数据主要通过使用现在常用的python网络爬虫技术获取。数据获取的来源是一些对艺术图像开放性展览的主流网站。从网络上获取的图像大小、图像风格可能不是实验所需要的或是不属于这一类的艺术图像，还要将实验图像数据进行筛查。现在拟爬取油画、国画、水彩画、水粉画和版画各3000张。

## 4.2 图像预处理

从网络上获取的艺术类图像在数字化和传输过程中容易受到电子设备和外部环境的噪声干扰，噪声的存在可能会影响卷积神经网络对其特征的提取。因此，这就要求使用一系列滤波和图像增强算法对图像进行处理，尽可能保留原始图像的信息的同时，去除信号中无用的信息，并增强识别各类艺术图像的特征。

中国画，油画、版画、水粉画、水彩画各自具有自身特色的色调、纹理、饱和度、线条、亮度等特征。中国画，盛用线条、不重对画面背景的渲染，画中多留有空白，且以墨代色，使墨色产生丰富而细微的色度变化，也就是“墨分五色”。油画不同于中国画，其颜色丰富，颜料覆盖力强，具有不透明性，欧洲传统油画以明暗色彩为造型手段，立体感强、光感强、质感强烈。版画，主要是艺术家构思艺术图案，通过选择不同的材料进行制版和印刷而产生的艺术作品。它的颜色数目有限，颜色亮度与纯度较低，颜色间的过渡明显，刻画的形象不够生动。水彩画是通过水调和透明颜料作画的一种绘画形式，其特点是色彩透明，一层颜色覆盖另一层可以产生不同的视觉效果。水粉画是通过水调和粉质颜料作画的绘画形式，颜色透明性介于水彩画和油画之间。

中国画与部分水彩画、油画及部分水粉画在人眼视觉上看颜色特征区分度不大甚至有交叉的情况，在深入到像素级就会显现出它们的色块性。人眼是通过感知颜色的亮度、色调和饱和度来区别物体，RGB颜色空间不适合进行图像处理和分析。根据油画、国画、水彩画、水粉画和版画之间在色度、亮度及饱和度方面的特征，用HSV空间颜色对艺术图像的RGB颜色空间进行转换，可以进一步突出各类艺术图像的色调、亮度及饱和度的特征差别。

## 4.3 构建适用卷积神经网络

仅仅简单地增加网络复杂程度，会遇到一系列的瓶颈，如：过拟合问题，网络退化问题等。针对具体问题对网络结构及参数进行调整，并通过实验选出最优的网络。卷积神经网络性能的提升需要依靠更加合理的网络结构设计，根据各类艺术图像的特点和各类神经网络对特征提取的优缺点，微调一个卷积神经网络对各类艺术图像进行特征提取，使其克服过拟合的问题的同时，还要在深度上进行优化，避免部分网络层没有得到完善训练。图像的特征提取出，还要对提取出的图像进行分类，传统用softmax损失函数来反向传播不断迭代来优化网络参数，降低整体样本分类损失。本文根据各艺术类图像的特点，结合softmax损失函数并引入center loss损失函数和约束条件，进一步最大化各类间的距离，最小化各类内的距离，增强神经网络分类的判别力。

# 5 本文的创新点和关键问题

## 5.1本文的创新点

1. 在已有的网络模型基础上，通过实验对其宽度和深度进行调整，以适用艺术图像的特征提取和分类，将5类艺术图像作为训练集输入神经网络，实现各类艺术图像的定性分析。
2. 一组便于卷积神经网络学习，能够很好区分不同艺术类的特征描述。
3. 本文引入Git Loss损失函数到实验的卷积神经网络中，使学习到的特征具有更大的类间距离和更小的类内距离。

## 5.2本文的关键问题

其一，如何从网上获取大量的各类艺术图像，直接从网上得到的艺术图像是有噪声的，这需要对各类艺术图像进行去躁，要分析各个元素之间的关系，对原始数据的处理就会很重要关键；

其二，中国画和水彩画、油画和水粉画在普通人视觉上难以区分，非艺术专业的人将训练集分类，可能会混淆各类艺术图像，因此要请相关艺术的人对训练集进行评估区分；

其三，模型在训练阶段考虑过拟合问题，训练时间如果过长，如何提高模型训练效率。

# 6学位论文研究的工作条件

通过学校购买的数据库，能够找到并阅读国内外的参考文献等资料，参考其中与研究问题相关的有价值的技术方法。

其次，对机器学习、神经网络及深度学习算法等具有深入的了解。要会用python等编程语言以及Keras深度学习框架实现实验所需的程序代码。通过阅读文献和专著来学习和研究。

实验用到的硬件：Nvidia Tesla P100-12G GPU一块，Intel Xeon E5-2620 V4 CPU 两颗，DDR4 2400MHz 16 G 内存四条。

深度学习框架采用 Keras 2.1.5，其后端使用 TensorFlow 1.7.0，Python 版本为 3.5.5。

# 7学位论文研究的进度计划安排

* 2018年11月~2019年2月：收集查阅中、外相关课题资料，了解课题背景，熟悉卷积神经网络及图像处理的基本知识。收集实验所需的艺术类图像数据，完成论文的准备工作。
* 2019年3月~2019年7月：据搜集的资料，实现系统总体框架搭建工作，深入研究图像处理和卷积神经网络优化。
* 2019年8月~2019年10月：完善程序，测试代码，并对检测数据结果进行分析比较，对课题工作进行总结并撰写出论文初稿。
* 2019年11月~2019年12月：修改论文，完善论文并准备毕业答辩
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