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A large data center may consume millions of gallons of cooling water each day; in addition, data centers also indirectly consume an enormous amount of water embedded in offsite electricity generation. As a result, water conservation is surfacing as a critical concern for data centers, amid the anticipation of surging water demand worldwide. Left unchecked, the growing water footprint of data centers can pose a severe threat to data center sustainability and may even handicap availability of services, especially for data centers in water-stressed areas. Existing mechanical solutions for conservation, such as using recycled/industry water and directly using outside cold air, are often costly and/or very limited by external factors such as locations, climate conditions, among others.   
  
As part of the integral efforts from both industry and academy to enable data center sustainability, this project uniquely integrates water footprint as an essential part of resource management in virtualized data centers. It exploits the inherent yet little-known characteristics of time-varying water efficiency and optimizes resource management for minimizing operational cost as well as water footprint without compromising service quality. To this end, this project investigates three complementary research thrusts: (i) Online computing resource management for water sustainability in the presence of large unknown dynamics (such as highly volatile outside temperature); (ii) Exploration of the dependency of data center water efficiency on cooling systems, and joint optimization of cooling and computing resource management for water sustainability; (iii) Experimentation and validation based on combined system prototyping and software simulation. In addition to its environmental impacts, this project has large societal impacts for its potential to alleviate the growing pressure on data center water footprint effectively and economically. This project will enhance the understanding of interplay among water consumption, power/energy consumption, and resource management in data centers, and lay a solid foundation for sustainable evolvement of greener data centers. New findings and techniques will be readily incorporated into teaching materials. The project also contains a significant component to promote diversity by inspiring minority students, especially Hispanic students, to engage in computer science research.
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Many of the ideas that drive modern cloud computing, such as server virtualization, network slicing, and robust distributed storage, arose from the research community. But because today's clouds have particular, non-malleable implementations of these ideas "baked in," they are unsuitable as facilities in which to conduct research on future cloud architectures. This project creates CloudLab, a facility that will enable fundamental advances in cloud architecture. CloudLab will not be a cloud; CloudLab will be large-scale, distributed scientific infrastructure on top of which many different clouds can be built. It will support thousands of researchers and run hundreds of different, experimental clouds simultaneously. The Phase I CloudLab deployment will provide data centers at Clemson (with Dell equipment), Utah (HP), and Wisconsin (Cisco), with each industrial partner collaborating to explore next-generation ideas for cloud architectures  
  
CloudLab will be a place where researchers can try out ideas using any cloud software stack they can imagine. It will accomplish this by running at a layer below cloud infrastructure: it will provide isolated, bare-metal access to a set of resources that researchers can use to bring up their own clouds. These clouds may run instances of today's popular stacks, modest modifications to them, or something entirely new. CloudLab will not be tied to any particular particular cloud stack, and will support experimentation on multiple in parallel.   
  
The impact of cloud computing outside the field of computer science has been substantial: it has enabled a new generation of applications and services with direct impacts on society at large. CloudLab is positioned to have an immediate and substantial impact on the research community by providing access to the resources it needs to shape the future of clouds. Cloud architecture research, enabled by CloudLab, will empower a new generation of applications and services which will bring direct benefit to the public in areas of national priority such as medicine, smart grids, and natural disaster early warning and response.
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The expanded Ebola Testing Unit will allow health care workers to reduce their exposure to highly contagious pathogens, such as Ebola Virus Disease, by creating a physical separation between them and the pathogen. The remote-controlled robot system will allow the health care worker to perform some tasks without having the be physically close to sources of potential infection and will, as a result, dramatically reduce their risks of contracting the disease they are treating. The proposed system will both reduce the risk of infection to health care workers, and will increase the quality of care that patients receive: by reducing the time requirements of donning and doffing protective clothing, health care professionals can concentrate on patient care. Ultimately, the work proposed here will save lives, both in the current Ebola outbreak, and also in future outbreaks of highly-infectious diseases.  
  
The approach will focus on three elements: tele-operated mobile manipulation, protective equipment for easy decontamination of the robot, and a person tracking system for Ebola treatment facilities. A simulated Ebola testing unit will be demonstrated within six months. It will integrate new hardware, address the issues of operation over wireless and identify the robot tasks in consultation with health care professionals. Protection and decontamination systems will be evaluated and the effectiveness of the complete system evaluation. The system will then be integrated in a broader facility in collaboration with WPI.
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This work proposes to design a programmable many-core for Extreme-Scale Computing in mobile platforms (netbooks and smart-phones) of year 2020. This work cuts across the architecture, compiler, operating system, and correctness/performance tools areas. A key technology explored is that of cores and all of the software continuously operating in Chunks (i.e., atomic blocks) of instructions at a time --- eliminating the need for in-order, single-instruction-at-a-time commit. The PIs will develop a novel chunk-based architecture that supports the high levels of performance, power/energy efficiency, concurrency, and locality required. They will develop advanced compiler support for chunk generation that delivers high performance at low power, and leverages all the programmability features of the architecture. They will also design an OS that supports and takes advantage of chunks. Finally, they will design a set of novel correctness and performance tools that exploit chunks, signatures, hashes, and all the other features of this architecture.  
  
The broader impacts of this work involve the creation of a multidisciplinary research and education center at University of Illinois and Purdue on Programmable Extreme Scale Computing. Faculty of diverse expertise will be devoted to solving the problem of programmable, very-high performance, very power/energy-efficient many-cores for mobile platforms of year 2020 and beyond. The PIs will broaden the course offerings at University of Illinois and Purdue in the four areas, with multidisciplinary courses at different depth levels. Graduate and undergraduate researchers in ECE and CS will be involved in the research. Overall, the PIs hope to prove that programmable, high-performance, and highly power/energy-efficient many-cores based on continuous atomic-block operation are attractive.
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Today many compute and data intensive applications are running on the computers in data centers. Therefore, data centers consume large amounts of energy. Within a data center, many compute, storage and networking components are coordinated together to support these applications. This project studies how to efficiently allocate resources in data centers to satisfy the requirements of these applications with guaranteed quality of service (QoS) and at the same time taking advantage of the available renewable (green) energy to reduce the total energy to be consumed. As the data centers increase in size and complexity, it is becoming clear that the traditional distributed control of their resources poses daunting problems in ensuring the desired agility and QoS support demanded by the enterprise applications. This problem is further compounded by the need for aggressive energy management in order to minimize energy cost, cope with power and thermal related constraints, and adapt to variability in the energy produced from local "green" sources. A distributed management of energy is particularly difficult since energy by its nature is a central resource that must be properly divided up among various infrastructure components in order to yield acceptable application performance.   
  
This project explores a flexible, policy driven, software defined mechanism to manage energy at all levels of the data center and for all major resources including networks, storage systems, and compute servers. A crucial aspect in this research is the coordination of energy management decisions at various levels which is essential to achieve optimal performance under given energy/thermal constraints. The project brings in the emerging concept of software defined resource management to seamlessly tackle the energy sustainability and corresponding QoS issues in data centers. The project also forms a pilot realization of the software defined data center, since energy adaptation requires an adept management of all major data center resources. A set of new algorithms in resource allocation, resource monitoring, QoS enforcement, energy allocation and distribution will be designed and developed. These algorithms will be implemented into a specific framework to demonstrate and validate the usage and benefits of the research. The broader impacts of the project include mechanisms to enhance energy sustainability of data centers and a comprehensive mechanism for software control of large computing systems. The project also augments the research being done in the NSF Industry/University Cooperative Research Center (IUCRC) on intelligent storage and will use it as a conduit for industry adoption of this research.
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Individualized assessment of high-dimensional spatiotemporal systems - such as in-vivo human physiological systems - has been increasingly enabled by paralleled advances in two fields: computer modeling that supports quantitative understanding of the dynamic behavior and mechanism of these systems, and modern sensor technologies that continuously improve the quantity and quality of measurement data available for analysis. There is, however, a gap between the two fields that is ubiquitous in many application domains: the current state of computer modeling is generally decoupled from specific measurements of an individual system, while individualized data-driven analysis often struggles for realistic domain contexts. This project aims to bridge this gap by investigating and developing new methodologies, algorithms, and software that will enable the integration of complex domain knowledge - yielded by computer simulation of domain physical models - into the process of data-driven inference. The overarching theme of this research is flexibility and robustness. Specifically, it addresses the following three challenges: 1) to enable a plug-and-play inclusion of domain physical models catering to different efficiency vs. accuracy needs; 2) to further overcome the lack of measurements and potential errors in domain physical models by exploiting the low-dimensional structure in high-dimensional systems; and 3) to enable a robust adaptation of the time-varying error that potentially exists in domain physical models. The driving application of this project is individualized modeling of in-vivo cardiovascular systems - using noninvasive biomedical and physiological data - for improved prevention, diagnosis, and treatment of heart diseases.   
  
The outcome of this project will contribute theoretically, algorithmically, and computationally to the foundations of statistical inference, and extend to a wide range of applications such as tumor modeling, climate modeling, systems biology, and finance. In addition, this project will deliver publicly-available multicore/GPU software that will encapsulate the most effective algorithms developed. These toolkits will contribute to the national effort toward noninvasive medicine and healthcare, while supporting numerous scientific applications involving data-driven modeling and inference. This project also includes an integrated educational and outreach program to foster interdisciplinary research training and to increase participation of underrepresented groups in STEM disciplines. It includes: 1) development and evaluation of "learning-by-doing" concept in graduate and undergraduate education; 2) research training for students from graduate to high-school levels, with a focus on engaging women and underrepresented students at an early stage; and 3) broader outreach activities to area K-12 students and Paramedic communities. The participation of women, underrepresented, K-12, and Paramedic groups are reinforced through continued partnerships between the PI and different programs offered in RIT, local school district, and community college.
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