本周工作汇报

本周工作：由于是刚接触大模型微调以及检索增强生成领域的知识，故而本周的工作重心放在了对检索增强生成的学习和实践上。

1、初步完成了RAG的学习和入门；

2、学习开源项目TinyRAG，构建了一个微型RAGDemo；

3、跟随“书生浦语”大语言模型训练营学习，完成了【茴香豆：搭建你的 RAG 智能助理】Demo。

下周工作内容：

1、学习LangChain-chatchat，尝试做向量数据库和大语言模型的融合；

2、构建数据集并加入到知识库中，优化联防联控预案生成的效果。