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**1 选题背景**

随着社交媒体的迅速发展，人们的信息获取和交流方式发生了巨大的变化。许多大型社交媒体平台中成为了许多人获取新闻、表达观点和与他人互动的重要渠道。然而，随着这些社交媒体平台的用户数量不断增加，其中也涌现出了大量的机器人账户，也被称为“社交媒体机器人”或“社交媒体僵尸”，它们被自动化脚本控制，具有自动发布、转发和评论的能力，可以在社交媒体上大量发布操纵者预设的内容。

社交媒体机器人往往被用于传播虚假信息和恶意内容，它们可以迅速扩散谣言、假新闻和仇恨言论，给公众带来误导和混乱。此外，社交媒体机器人还可能被用于营销目的，通过盲目灌水、发帖来达到扩大产品或服务曝光度的目的，这一行为破坏了市场的公平竞争；同时，用户也被此类毫无营养的信息淹没，严重影响了用户的正常体验。

因此，识别和应对社交媒体机器人的问题显得尤为重要。然而，由于技术的不断发展，社交媒体机器人的操纵者们也越来越善于隐藏它们的真实身份。许多社交媒体机器人具有高度智能化的特征，其可以通过先进的自然语言处理技术生成更加真实的文本，这也使得传统基于规则或简单机器学习方法在社交媒体机器人识别中效果不尽如人意，因此需要更深入地挖掘机器人和人类之间不同的行为特征和文本特征。

近年来，学术界和工业界都进行了一系列相关研究。研究人员尝试使用各种技术和方法，包括深度学习、文本挖掘和社交网络分析等，以区分真实用户和机器人账户。本文在前人工作的基础上，进一步针对社交媒体的网络结构特征，充分利用社交媒体用户的行为特征和语言特征，提出一种基于GCN的社交媒体机器人识别模型，并且该模型在2022人民网智能挑战赛的赛道五中获得0.8256的分数。

**2 研究内容**

**2.1 数据分析**

该任务是一个二分类任务，最直观的想法就是构建表示用户的特征向量，然后用一个二分类器对该特征向量进行分类。在构建用户的特征向量时，如果机器人和正常用户的特征向量在整个向量空间中具有明显的分布差异时，分类器就能够很好地将其进行分类。因此，需要选择那些机器人和人类具有分布差异的信息去构建用户的特征向量。

在官方提供的数据集中，每个用户共有16种的用户信息，如表1所示。

|  |  |  |
| --- | --- | --- |
| 表1 用户信息类别 | | |
| ID | followers\_sount | default\_profile​ |
| tweet | friends\_count | geo\_enabled |
| name | listed\_count | contributors\_enabled |
| screen\_name | created\_at | default\_profile\_image |
| location | favourites\_count | protected |
| description | verified | statueds\_count |

对每个信息类别进行统计，可以发现在如下信息类别中，机器人和人类具有较为明显的分布差异。

|  |  |
| --- | --- |
|  |  |
| 图1a 在Protected上人/机器的分布差异 | 图1b 在关注数上人/机器的分布差异 |
|  |  |
| 图1c 在粉丝数上人/机器的分布差异 | 图1d 在发帖数上人/机器的分布差异 |

从上面的数据我们可以发现，在某些方面，机器人和人类具有较为明显的差异；如在关注数上，正常用户关注数<10000人的比例高达90%，而机器人关注数在>10000人的区间上仍占有不小的比例；同样地，在粉丝数和发帖数等信息类别上，人类和机器人都有着显著地差别，即机器人账户会关注非常多地账号，同时其发帖量也非常大，这一特点十分贴合机器人灌水、大量输出信息的目的。

通过可分性判据分析后，最终选出了参与构建用户特征向量的信息类别，如表2所示。

|  |  |  |
| --- | --- | --- |
| 表2 选中的用户信息类别 | | |
| ID | **followers\_sount** | default\_profile​ |
| **tweet** | **friends\_count** | geo\_enabled |
| name | **listed\_count** | contributors\_enabled |
| screen\_name | created\_at | default\_profile\_image |
| location | **favourites\_count** | **protected** |
| **description** | **verified** | **statueds\_count** |

**2.2 数据处理**

在2.1节选中的信息类别中，Tweet、Description是用户的文本信息，需要对其进行编码。在本文中，选用RoBERTa模型构建文本特征向量。构建用户初始特征向量的具体步骤为：

(1) 判断用户的推文数量是否达到选用阈值；由于数据集中每个用户的推文数量分布差异较大，在训练集中会舍弃掉推文数量较少的用户；

(2) 由于数据集中的文本是直接抓取社交媒体上的文本，其中充斥了许多预训练模型RoBERTa不能编码的字符，如颜文字、Emoji符号、短连接等等，在这些字符上可以根据需求做出不同的策略；例如删掉短连接，替换Emoji符号为相关情绪词符号等等，后续会具体阐述。

(3) 编码用户的推文特征时，首先构建出每一条推文的特征，最后取所有特征的平均值作为用户的总推文特征向量。用户的Description特征单独为一个特征向量。

(4) 在选中的信息中，有些信息是0、1分布的，如Protected、Verified信息；还有些信息不是0、1分布的，如粉丝数、关注数等，需要将他们拆开为两个特征向量；后者需要对其数值进行归一化操作，然后再填入相应地信息槽中。

(5) 综上4个部分的特征向量在经过全连接层后得到用户的初始特征向量。

**2.3 模型结构**

|  |
| --- |
|  |
| 图2 社交网络结构 |

如图2所示，社交网络是一个图结构，在社交网络中，人与人之间都有一定的联系，例如所关注人和自己有相同的喜好，所关注的人在现实生活中和自己有所联系等等，因此可以通过图卷积神经网络GCN去捕获用户和用户之间的行为特征。

GCN相较于GNN而言，在聚合方式上有较大差异，具体体现在GCN的邻接矩阵加上了单位对角阵；GCN的度矩阵对行和列进行归一化的操作，行归一化系数代表节点自身的一个变化程度，关联的节点越少，系数越大，越容易随波主流，更易受关联节点的影响。而列归一化系数，代表关联节点对当前节点的影响程度，关系网越复杂的节点，它对其他节点的作用就越小。

如图3所示，GCN中的每个节点经过广播、接收、变换后得到当前节点的特征向量表示，然后经过分类器对其进行分类。

|  |
| --- |
|  |
| 图3 模型结构 |

**3 实验结果**

**3.1 Emoji符号转换**

在2.2介绍的构建用户初始特征向量步骤中，在提取用户推文特征时，受限于预训练模型的编码字符，推文中表示情绪的Emoji符号不能够被正确编码，因此尝试将Emoji符号解码为相对应的英语表示，如图4所示；然后使用RoBERTa对整个推文进行编码。

但是，模型整体的F1值有所下降，反复多次均为超过不加Emoji解码的模型。根据对数据集的分析，猜测可能由于在社交媒体上，Emoji符号的具体含义往往和其对应的英文表示有所出入，例如人们在使用“鼓掌”的Emoji时除了表示对事物的赞扬，也可能表示人们对某件事情的落井下石，亦或是商家文案最后所添加的一系列表情符号，但实质上所表示的语义信息并不充足，模型难以学习到此类信息；

|  |
| --- |
|  |
| 图4 Emoji符号解码 |

**3.2 数据采样**

在2.2节中介绍的具体步骤中，会将推文数量较少的用户从训练集中剔除，将其放入验证集，我们期望模型能够去学习到更具有一般性的特征，而不是某些特例。除此之外，尽管在数据集中机器和人类的样本分布大约为1:4，但是在现实生活中，机器人的数量相对于正常用户数量而言是较少的，因此在构建验证集时会有意扩大这个分布比例，使得验证集能够更好地反应模型参数带来的影响。

**3.3 不同图卷积模型、不同的预训练模型编码的实验结果对比**

|  |  |
| --- | --- |
| 表3 实验结果 | |
| 模型 | F值 |
| BERT + GCN | 0.7851 |
| RoBERTa + GCN | 0.8040 |
| RoBERTa + GCN + 数据采样 | **0.8256** |

|  |
| --- |
|  |
| 图5 模型测试结果 |

**4 总结**

本文阐述了基于GCN的社交媒体机器人识别模型，其利用图卷积神经网络捕获用户的行为特征，并通过分类器对用户进行分类。未来，还可以使用Attention机制去捕获用户文本中的情感信息，进一步挖掘用户之间的互动行为对情绪的传播，从而更好地区分社交媒体机器人和正常用户。
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