# 面向用户的可解释机器学习（论文整理部分）

## 可解释领域对各种解释算法是如何进行分类的？

### 最常见的分类标准是内置可解释（透明模型）与事后可解释[1][2]

**内置可解释（透明模型）**

有些简单模型的最佳解释就是模型本身，这种方法仅限于复杂性较低的模型族，如非0权重较少的线性模型、较浅的决策树和规则模型。在内置可解释中，为了提高模型的可解释性，就需要对模型施加一些限制。比如：约束模型的大小；稀疏性、单调性等性质可以提高可解释性。

内置可解释中更细的分类有

算法透明度：用户理解模型从输入数据产生任何给定输出的过程。模型必须可以通过数学分析和方法被完全探索。

可分解性：解释模型各个组成部分的能力。如输入、参数、计算过程等。并非每个模型都满足。

可模拟性：模型能够被人类模拟，被人类从整体上进行思考、推理。如稀疏的线性模型。可模拟模型同时也是可分解和算法透明的模型。

**事后可解释**

对于已经训练好的且不容易理解（或者说复杂）的模型，通过各种手段来提高其可解释性。有以下技术（方法）来进行事后解释。

文本解释：通过学习生成有助于解释模型结果的文本来解决模型的可解释性问题[3]，该文章使用神经符号主义生成解释文本。

可视化：旨在将模型的行为可视化。如对神经元或者神经网络中间层进行可视化；或者使用t-SNE对高维数据降维，从渲染出的二维可视化效果中可以看出相近的点可能出现在一起。被认为是向不熟悉 ML 建模的用户介绍模型所涉及变量内部复杂交互的最合适方法。

实例分析：提取有代表性的实例进行分析，以更好地理解模型。如可视化的教学系统Rivelo，通过交互式探索一组实例级解释，分析师可以了解二元分类器预测背后的原因。这些解释与模型无关，将模型视为一个黑盒子，帮助分析人员交互式地探索高维二进制数据空间，检测与预测相关的特征。[4] 在强化学习领域，实例就是一个轨迹(St,At,St+1,Rt),如何抽取出重要的轨迹，也有相关文章[5],也有文章研究如何对轨迹进行分析以便于用户理解[6]

代理：建立一个代理模型来对原有的模型进行解释。该方法中比较有名的是LIME[7]及其变体（LIME也可以放到特征归因一类）。LIME 围绕不透明模型的单个预测建立局部的线性模型来解释。还有 G-REX[8],从不透明模型（如集合或神经网络）中抽取规则。针对多个隐藏层的神经网络，有DeepRED[10] 为每个类从输出层 y 到输入层 x 逐层反向提取规则，最后合并所有规则, 得到了根据神经网络的输入来描述输出的规则集 R(x → y)。

特征归因[13]：从输入特征的角度来分析模型的预测, 旨在通过排序或测量每个特征在待解释模型预测输出中的影响、重要性。一个卓有成效的方法是SHAP[9]，SHAP 是对单个预测进行解释，为每个特征分配一个特定预测的重要性值(shap value)。[11] 它提出了一种将网络分类决策分解为输入元素贡献的方法，将每个神经元视为一个可以分解和扩展的对象，然后通过网络聚合和反向传播这些分解，最终形成深度泰勒分解。特别地，针对卷积神经网络模型，有两类经典的方法来得到输入特征对于决策的重要性大小。第一类是[12], 使用反卷积网络DeConvNet 将CNN各隐藏层的特征进行可视化，每层的可视化结果反映了网络的层次化特点，每层可以分别学习到图像的轮廓、颜色和纹理等。另外，通过遮挡输入图像的不同区域并观察输出结果的变化，找到对结果影响最大的特征。另一类是CAM及其变体。[14]。卷积神经网络的最后一层卷积层包含了最丰富的空间和语义信息，于是CAM充分利用了最后一层卷积的特征，并将后面的全连接层替换成了GAP层（全局平均池化），通过可视化的热力图将模型认为最显著的结果显示出来，因此可用于解释模型预测的结果。但是添加了GAP改变了网络模型，还需要重新训练模型，限制了应用场景。于是就有了Grad-CAM[15]，它使用梯度的全局平均来计算权重，不需要修改模型。

事后可解释中还有一种分类方法是从是否与模型有关来分，模型无关的解释方法可以适用于任何模型，另一种是专为某些ML模型进行设计的。比如LIME、SHAP是模型无关的，CAM就只适合卷积神经网络。

## Maching teaching

定义：即在给定机器学习算法和目标模型的情况下，找出最佳训练集的问题。除了为计算机科学家提出引人入胜的数学问题之外，机器教学还有望提高教育和人员培训水平。[17]

在人工智能专家教授用户专业知识方面（主要针对教用户识别图像），已经有以下工作。[18] 通过向真人学习者展示图像来教授二元视觉概念。他们的方法采用线性操作，试图找到最能传达已知线性分类边界的教学示例集。为了克服无法适应教学过程中学生的在线反应，即学生会不断学习，因此图像重要性取决于他们当前的知识，会随着时间的推移而变化，那么用于教学的图像数据集不能一直不变。[16]提出了一种交互式机器教学算法，可在线选择在学生学习过程中向其展示教学集中的哪些标记图像。上面的教学方法都只能以类别标签的形式向学生提供的反馈，与人类教师可能提供的丰富解释相比，只提供类标签是非常有限的，因为人类教师可能会向学生传授图像中对特定类别最有辨别力的特定部分和属性，从而产生更好的教学效果。[19] 提出了一种新的教学算法，它能同时选择两幅图像，并提供可解释的说明(这篇论文选择的解释方法是CAM)，从而使学生的学习更加易懂和高效。在细粒度图像分类领域，[20]剔除专家和新手共享的非专家部分，得到专家专门关注的高辨别区域来作为知识。

## 用户关注的是什么？

1.可信度：即使深度学习模型在一些测试集上表现出了良好的性能，能保证在现实环境的应用场景里还能表现得很好吗？这就要求模型能给出做出决策的原因或者做出决策依据的特征，从而使得用户能够判断该模型的推理是否符合逻辑，是否值得信任。

2.Fairness：用户需要确保模型做出的决策符合伦理与法律的要求，不会出现不公平或者不道德的行为，这同样要求模型做出解释。

3.

对于仅仅想要使用该模型的普通用户，满足可信度与伦理、法律的要求就够了。但对于专家用户、想要改进模型的用户、想从中学习到知识的用户来说，他们对可解释还有更多的要求。

1. Interactivity：能否让用户与模型交互，从而让用户更好地理解模型或者能够融入一些专家知识。

2. teaching:模型能否根据做决策依据的特征进行归纳与提炼，从而帮助用户来学习知识。

3.

## 针对不同的问题，各有什么解决方法？
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