# 工业机器人控制器关键技术攻关调研

## 机械臂控制方法

机械臂系统是MIMO、高度非线性以及多关节耦合的系统，其旨在执行在指定场景里模仿人类机械性动作的任务，典型应用包括组装、搬运、焊接等。下面介绍几种常见的机械臂控制方法。

### 1.1 PID控制

PID分为比例(Propotional)、微分(Integral)、积分(Derevative)三个环节，通过三个环节的组合作用对系统的控制量进行调节，以达到快速响应、减小误差和提高稳定性的目的。​​Santibanez等​​ 率先提出非线性PID控制架构，通过引入重力补偿项和Stribeck摩擦模型抑制静摩擦扰动，但该方法难以处理负载突变引起的参数时变问题。[1]

### 1.2 自适应控制

自适应控制是具有自学习策略的前馈控制方法，用于补偿系统参数的不确定性[2]。自适应控制的优势在于其会从跟踪误差中提取信息，对未知系统的控制精度会随着时间而提高。​​Kino等提出可一种并行线驱动机器人的鲁棒PD控制，对由于不确定的执行器位置而引起的内力误差进行了自适应补偿，在模型参考自适应控制的前提下，采用 Backstepping自适应控制来控制具有柔性关节的机器人并处理时变的不确定性。[3]

### 1.3 滑膜控制

滑模控制的优势在于其快速的瞬态响应以及对不确定性和干扰的鲁棒性，这种优势是的其特别适合非线性系统的高精度跟踪控制。Zhihong等[4]提出了一种针对刚性机械臂的终端滑模控制方法，与线性滑模控制器相比，该技术可以实现跟踪误差的有限时间收敛并降低控制增益。考虑到滑模控制存在明显的抖振，有学者研究了高阶滑膜算法和边界层技术以减少或消除抖振。例如，一个有限时间收敛的高阶滑模控制器来处理抖振问题，一 种基于超扭曲算法的滑模控制器被设计用于无刷发电机系统[5]

### 1.4 迭代学习控制

迭代学习控制由迭代域中的学习律和当前系统信息组成，这种方法能够利用多次迭代生成控制量，以便在跟踪所需路径时进行前馈控制。迭代学习控制的主要目的时迭代学习控制输入，是的系统能够在有限时间间隔内跟踪给定的输出轨迹参考信号[6-7]。迭代学习控制应用于机械臂系统控制的优势在于可以预先计算出在状态空间给定的最优控制输入。并且可不依赖于系统模型，当系统模型不精确时依靠历史数据也可实现。为使机械臂有效地运用迭代学习控制，需要进行有限次数的迭代才能获得所需的跟踪精度，因此迭代学习控制适用于具有重复任务特性的机械臂操作控制。

## 2. 任务空间控制与轮廓误差估计

### 2.1 任务空间控制

传统的关节空间控制依赖精确的逆向运动学和雅可比矩阵，但实际上存在关节间隙、连杆尺寸偏差等模型误差。并且关节跟踪误差会通过前向运动学传播至末端，导致位姿偏差放大。因此需要利用机器人的精确运动学信息在任务空间设计控制器。[8]

任务空间控制的目的是将机械臂从其 任意的初始位置移动到任务空间中所需末端执行器固定位置，其核心是直接在末端位姿坐标系设计控制器，避免关节空间到任务空间的运动学映射误差。为进一步消除运动学不确定性并提高末端跟踪精度，研究者提出了改进型任务空间控制方法，如自适应雅可比方法、逆雅可比方法。[9.10]。为平衡精度与效率，Galicki等提供了一类简单的鲁棒任务空间调节器，通过雅可比矩阵奇异值分解规避奇异点，但需要系统完整的雅可比矩阵信息[11]

### 2.2 轮廓误差估计

轮廓误差定义为末端执行器实际位置与参考路径的垂直距离。上述的控制算法本质是降低机器人任务空间的跟踪误差，但实际加工中轮廓误差是机器人加工质量的主要指标，并且轮廓误差的减小未必依赖于末端跟踪精度的提升。Ouyang等研究了位置域中的机械臂动力学[12]，提出主从控制策略以消除主运动引起的跟踪误差；文献[13]采用直线近似法估计轮廓误差，并基于雅可比矩阵实现实时轮廓控制。除实时方法外，末端轨迹的​​离线预补偿​​对轮廓误差抑制同样重要。受数控加工参考修正方法启发，研究者通过数据驱动方式预补偿末端轨迹[14]，将上次迭代测量的轮廓误差翻转后叠加至参考轨迹对侧，再基于逆运动学生成新关节轨迹。

## 3. 迭代学习控制

### 3.1 迭代学习控制

迭代学习控制作为一种广泛使用控制复杂系统的方法，最初Uchiyama于1978年提出其控制思想，但受制于语言没有得到广泛关注。之后在1984年，由𝐴rimoto等对迭代学习控制进一步完善，将其应用于机器人控制系统的跟踪任务[15]。

迭代学习控制使用先前操作中获得的误差和输出信号来修改当前操作的输入信号。自本世纪初以来，基于迭代学习控制的机械臂系统控制研究大多集中在位置路径跟踪上。Tayebi等[16]提出了三种简单的迭代学习控制方法来解决刚性机器人机械臂的 轨迹跟踪问题。Chiang-Ju等[17]为不确定的机器人机械臂系统提出了结合的时域和迭代域学习策略。Cao等[18]为二连杆刚柔机械臂设计了一种自适应边界迭代学习控制 方案，旨在实现良好的轨迹跟踪性能并同时消除挠性梁的变形。针对实际加工中更看重的轮廓误差指标，Hu等提出了任务空间轮廓误差估计与控制方案，通过在任务空间定义了六自由度同步轮廓误差，构建优化问题并求解以获得高精度轮廓误差[19] 进一步地，为了克服单一控制方法的固有缺陷或提升控制性能来拓展迭代学习控制的应用范围，将迭代学习控制与其他控制方法和智能方法结合，如预测控制[20]、自适应控制[21]、神经网络[22]、强化学习[23]等，也是当前的一个研究热点。

### 3.2 基于强化学习的迭代学习控制

强化学习和迭代学习控制的共同点是对于既定目标的学习能力，区别在于迭代学习控制适用于具有重复运行特性的既定目标，强化学习使用在复杂动态环境下的探索和学习既定目标。近期强化学习在迭代学习控制领域的应用取得了不错的成果。

Lukas 团队在最新成果 [24] 中将一个迭代学习控制问题重新在强化学习框架下重新建立，并且通过马尔科夫决策过程初步建立了关于迭代学习控制基于模型的设计方法。Zhang 研究团队在文献[25] 中说明强化学习与迭代学习控制有许多相似之处，并能用于解决迭代学习律的设计问题，然后通过仿真表明基于强化学习的迭代学习控制虽然收敛速度依旧慢于基于模型的迭代学习控制方法，但是能够满足高性能跟踪的要求。这为使用先进的强化学习设计新型的迭代学习控制算法开辟了新的可能性。Poot 团队在文献 [26] 提出了一种基于 “行动器-评判器”的迭代学习控制方法，并与基于模型带有基函数的范数最优迭代学习 控制方法进行了比较；结果表明，它能够在不使用显式模型信息的情况下实现迭代学习 4 第一章 绪论 收敛性取得与基于模型方法相同的性能。Shi 团队在文献 [27] 提出了一种在无需任何过 程的先验知识条件下利用深度确定性策略梯度算法对非线性最优迭代学习律求解的方 法。
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