# 工业机器人控制器关键技术攻关综述

## 1.机械臂控制方法

机械臂系统属于多输入多输出（MIMO）、强非线性且关节间存在显著耦合特性的复杂系统，其核心功能时在特定的工业场景红执行类人机械动作。典型应用涵盖自动化装配、物料搬运、精密焊接等工艺环节。下面介绍几种常见的机械臂控制方法。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 方法 | 文献 | 研究方法 | 优点 | 缺点 |
| PID控制 | S V et al, 2006[1] | 线性反馈机制 | 快速响应、减小误差和提高稳定性 | 难以处理负载突变引起的参数时变问题 |
| 自适应控制 | Kino et al, 2007[3] | 实时调整控制器参数 | 使用于参数变化系统、抗扰动强 | 设计需精确数学模型、收敛性不稳定 |
| 滑膜控制 | A S et al, 2019[5] | 引入滑模面轨迹约束 | 强鲁棒性、抗干扰、有限时间收敛 | 存在高频抖振 |
| 迭代学习控制 | 兰天一,林辉.等， 2017[6-7] | 逐次迭代轨迹优化 | 逐步消除跟踪误差、适合处理重复任务 | 仅适用于周期任务、初值依赖性强 |

### 1.1 PID控制

PID基于比例(Proportional)、微分(Integral)、积分(Derivative)三个环节协同作用控制，通过组合调节系统控制量以实现快速响应、跟踪误差及提高稳定性的目标。​​Santibanez等率先提出非线性PID控制架构，通过引入重力补偿项和Stribeck摩擦模型以削减静摩擦扰动影响，然而其应对负载突变引发的参数时变问题仍存现明显的局限性[1]。

### 1.2 自适应控制

自适应控制采用具有自学习能力的前馈控制策略，专门针对补偿系统参数的不确定性进行动态修正[2]。该方法的优越性在于其能够从实时的跟踪误差中提取信息，使针对未知系统的控制精度会随着时间推移而持续提升。​​Kino等提出可一种适用于并行线驱动机器人的鲁棒PD控制方案，在模型参考自适应控制框架下，通过Back stepping自适应控制算法实现对柔性关节机器人的精确控制，并有效处理时变不确定性干扰[3]。

### 1.3 滑膜控制

滑模控制因其具备快速瞬态响应特性以及对系统不确定性与外部干扰的强鲁棒性，特别适用于非线性系统的高精度轨迹跟踪控制场景。Zhihong等[4]提出面向刚性机械臂的终端滑模控制方法，相较于传统的线性滑模控制器，该技术可实现跟踪误差的有限时间收敛并显著降低控制增益。针对滑模控制固有的明显高频抖振，学界已研究了高阶滑膜算法及边界层技术以削弱抖振影响。例如，有限时间收敛的高阶滑模控制器被设计用于处理抖振问题，基于超扭曲算法的滑模控制器在无刷发电机系统中被应用[5]。

### 1.4 迭代学习控制

迭代学习控制由迭代域中的学习律和实时系统信息共同构成，通过多次迭代生成优化控制量，为跟踪期望轨迹提供前馈补偿。迭代学习控制的核心目的是通过迭代学习控制输入，确保系统能够在有限时间间隔内精确跟踪给定的输出轨迹参考信号[6-7]。在机械臂控制领域，迭代学习控制的突出优势在于可预先计算状态空间约束下的最优控制输入。且对于系统模型的精度依赖度低，即使系统模型存在偏差，仍能依靠历史数据实现有效控制。需要注意的是，为使机械臂充分运用迭代学习控制优势，需经过有限次数的迭代才能获得达到预期的跟踪精度，因此该技术更使用于具有重复作业特性的机械臂操作控制。

## 2. 任务空间控制与轮廓误差估计

### 2.1 任务空间控制

传统关节空间控制策略高度依赖精确的逆向运动学模型与雅可比矩阵，但实际系统中普遍存在关节间隙、连杆尺寸偏差等模型误差。更关键的是，关节空间的跟踪误差会通过正向运动学传递至末端执行器，导致位姿偏差被显著放大。因此，亟需基于机器人精确运动学信息在任务空间设计专用控制器[8]。

任务空间控制的根本目标是将机械臂从任意初始位置驱动至任务空间中末端执行器的期望位姿，其技术核心在于直接在笛卡尔坐标系设计控制律，从而规避关节空间到任务空间的运动学映射误差。为进一歩消除运动学不确定性并提升末端跟踪精度，研究者提出了改进型任务空间控制方法，如自适应雅可比方法、逆雅可比方法[9-10]。为平衡精度与效率，Galicki团队开发了一类结构简洁的鲁棒任务空间调节器[11]，通过雅可比矩阵奇异值分解策略规避奇异点问题，但该方案仍需获取系统完整的雅可比矩阵信息。

### 2.2 轮廓误差估计

轮廓误差定义为末端执行器实际位置与理论参考路径之间的法向距离。需明确指出，现有控制算法本质聚焦于降低任务空间的跟踪误差，而实际加工质量的核心评价指标是轮廓误差——轮廓精度的提升并不必然依赖于末端跟踪精度的提高。Ouyang等学者深入研究了位置域中的机械臂动力学特性[12]，提出主从控制策略以消除主运动引发的跟踪误差；文献[13]采用直线近似法实时估计轮廓误差，并基于雅可比矩阵实现轮廓误差动态补偿。除实时控制策略外，末端轨迹的离线预补偿对轮廓误差抑制同样具有重要作用。受数控加工轨迹修正技术启发，研究者通过数据驱动方式预补偿末端轨迹[14]，具体操作是将前次迭代测量的轮廓误差反向叠加至参考轨迹对应侧，再基于逆运动学生成新的关节轨迹指令。

## 迭代学习控制

### 3.1 迭代学习控制综述

迭代学习控制作为一种广泛应用于复杂系统控制的先进方法，其思想雏形最早由Uchiyama于1978年提出，但因语言传播限制未获广泛关注。直至1984年，Arimoto等学者对迭代学习控制理论体系进行系统完善，并将其成功应用于机器人控制系统的轨迹跟踪任务[15]。随着该领域研究的深入，大量文献从多维度推进了迭代学习控制的发展，主要包括以下方向：

(1)学习律设计与收敛性分析

典型的迭代学习更新律包括Arimoto型更新律[16-17](1-1)，PID更新律[18-23]  (1-2)以及高阶迭代学习(Higher Order ILC，HOILC)更新律[24-27](1-3):

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | (1-1) | |
|  |  | | (1-2) |
|  |  | (1-3) | |

(2)初始状态问题研究[28-31]

传统迭代学习控制算法要求系统每次运行均能恢复至完全一致的初始状态，该条件在实际工程中常难以满足。相关研究致力于使算法在初始状态不一致或仅能恢复至特定邻域的条件下仍保持有效性。

(3)鲁棒性增强研究[32-33]

鲁棒性研究聚焦于存在不确定干扰或测量噪声的系统环境，通过设计抗扰学习律保证收敛性，或解决噪声抑制与预测等关键问题。

(4)超调抑制与单调收敛[16,17,34-37]

超调现象的产生使得很多迭代学习更新律并不能够直接地应用在控制任务中，一个有效消减超调现象产生的方法是使系统的输出跟踪误差或者输入跟踪误差实现单调收敛。迭代学习控制的最终目的是找到系统理想输入使系统输出完全跟踪期望输出。如果输入跟踪误差可以实现单调收敛，那么只要第一次的输入信号不会对设备造成毁坏，之后的输入信号对于设备来说也是安全的；输出跟踪误差单调收敛意味着输出偏差在校正下一次输入时不会导致输入信号出现超调，从而保证了系统设备的安全。

(5)优化策略研究[38-42]

ILC优化主要分为两种，一种是迭代学习控制范数优化(Norm Optimization ILC，NOILC)，另一种是迭代学习控制参数优化 (Parameter Optimization ILC，POILC)。二者共同目标是为不同学习律寻找最优增益，从而提升系统收敛速度与跟踪性能。主流方法通过定义二次型性能指标并求导寻优，所得极值点解析式中通常包含待求增益参数。

在实现系统单调收敛性方面，Lee和Bien两位学者的研究表明文中指出[34]，即使系统输出跟踪误差在λ范数意义下单调收敛，其在无穷范数下仍可能出现超调。后续仿真实验发现在常增益的基础上添加指数衰减因子可显著改善系统瞬态性能并抑制超调。但两位学者并没有对这一发现进行严格的理论推导。文献[43][44]指出使用高反馈增益可以实现单调收敛性，但是使用高反馈增益在实际的应用中其实并不合适，因为这种技术可能会导致执行器饱和[45]，继而使迭代学习控制方法失效。

此外，一些学者将ILC与PID控制进行了结合[46-47]，文献[48][49]提出PD型迭代学习更新律，文献[50]提出PI型迭代学习更新律，这些文献虽然没有直接给出可以保证系统输出跟踪误差单调收敛的条件，但是在设计增益方面给出了合理的建议，而一个合适的增益不仅能够改善系统瞬态跟踪性能，还可以加快系统收敛速度。文献[51]针对D型迭代学习更新律做出了改进，通过对输出跟踪误差求分数阶导数来保证系统的单调收敛性，文献[21–23]通过对PID型迭代学习更新律进行研究，衍生出了一些PID型迭代学习律的变种并提供了变种更新律中增益的设计方法，通过这些手段实现了系统的单调收敛性。

另有学者发现闭环极点位置决定了学习过程的瞬态响应特性，提出基于极点配置单调收敛实现方法[52-57]。在此前的研究中，系统输出跟踪误差或者输入跟踪误差单调收敛的条件总是与时间T有关。文献[52]提出半滑动窗口迭代学习更新律，在采用该学习律之后，得出了另一个实现系统单调收敛性的条件，而这个条件与时间T无关。值得一提的是，该方法更新律使用的常增益相比于时变增益，在实际应用中更易于实现，但常增益与系统传递函数分母系数成比例，导致其应用严重依赖系统参数。文献[55]中，主要通过反馈来改变系统Markov参数，从而使反馈之后的系统满足单调收敛的条件。文献[57]研究反馈中对瞬态性能的影响，文献[56]则指出状态反馈不改变受控系统可实现性，可用于改善系统瞬态跟踪性能。

当前研究热点是将迭代学习控制与其他先进控制方法融合以突破单一方法的局限，如预测控制[58]、自适应控制[59]、神经网络[60]、强化学习[61]等交叉结合的应用。

### 3.2基于强化学习的迭代学习控制

强化学习与迭代学习控制均具备对既定目标的学习能力，但迭代学习控制适用于重复性任务，而强化学习擅长复杂动态环境下的目标探索与学习。近年来，强化学习在迭代学习控制领域的融合应用取得显著进展。。

Lukas团队[62]将迭代学习控制问题重构于强化学习框架下，通过马尔科夫决策过程初步建立了迭代学习控制基于模型的设计方法。Zhang团队[63]阐明强化学习与迭代学习控制在理论上的相似性，并应用于解决迭代学习律的设计问题，仿真实验表明基于强化学习的迭代学习控制虽然收敛速度依旧慢于基于模型的迭代学习控制方法，但能满足高性能跟踪要求。Poot团队[64]提出了一种基于“执行器-评断器”的迭代学习控制方法，相比基于模型的范数最优方法，该方案在不依赖显式模型条件下达到同等性能。Shi团队在文献[65]提出了一种在无需任何过程的先验知识条件下利用深度确定性策略梯度算法对非线性最优迭代学习律求解的方法。
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