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# 第1章 数据挖掘与分类预测

## 发展现状与趋势

 数据科学的研究:将数据学的理论和方法应用于许多领域，从而形成专门领域的数据学，例如：脑数据学、行为数据学、生物数据学、气象数据学、金融数据学、地理数据学等等。

数据挖掘技术:是一个充满希望的研究领域,越来越多人已经认识到数据挖掘技术能将原始数据转换为有意义的形式及其应用的潜在价值,每年都有新的数据挖掘方法和模型问世,人们对它的研究正日益广泛和深入。作为一个新兴的信息检索技术,数据挖掘存在着很多亟待解决的问题,如数据挖掘算法的有效性和可扩展性、数据的时序性和其他系统集成等。

随着数据挖掘技术不断被应用到各个领域和各种算法不断被应用到数据挖掘领域中,将更大激发数据挖掘技术的潜力,进一步推进数挖掘技术的发展和应用。

## 数据挖掘中的分类预测任务与目标

### 数据挖掘的任务

数据挖掘的任务有关联分析、聚类分析、分类分析、异常分析、特异群组分析和演变分析等

分类预测(Classification and Prediction)：

数据挖掘中的分类(classification)任务，是在若干样本数据上，学习到一

个模型，然后用这个模型对新数据进行预测（分类）。

分类的目的是获得一个分类函数或分类模型(也常常称作分类器)，该模

型能把数据样本映射到某一个给定类别

有: KNN、GNB、Logistic回归、决策树、SVM、线性回归、神经网络等算法

## 应用价值:

数据挖掘日益受到人们的关注，并已成为当前计算机领域的一大热点，其研

究重点也逐渐从发现方法转移到系统应用，并且注重多种发现策略和技术的集

成，以及多学科之间的相互渗透。

由于数据挖掘带来的显著的经济效益，最先是应用于金融和工商业领域。它

们都在利用数据挖掘技术帮助管理客户生命周期的各个阶段，包括争取新的客

户、在已有客户的身上赚更多的钱和保持好的客户。如果能够确定好的客户的特

点，那么就能为客户提供针对性的服务。比如，已经发现了购买某一商品的客户

的特征，那么就可以向那些具有这些特征但还没有购买此商品的客户推销这个商

品；找到流失的客户的特征就可以在那些具有相似特征的客户还未流失之前进行

针对性的弥补，因为保留一个客户要比争取一个客户成本低。保险公司和证券公

司也开始采用数据挖掘来减少欺诈。经销商更多的使用数据挖掘来决定每种商品

在不同地点的库存，通过数据挖掘更灵活的使用促销和优惠券手段。这些都是数

据挖掘的具体应用。现在人们不仅能够迅速接收

新生事物，更希望能用所掌握的信息去“预测不可预测的未来”，去更加准确地

把握自己的命运。对信息社会中的任何组织或个人来说，其最大的资本就是所掌

握的“有用”信息，要想不被信息的海洋所淹没，并在激烈的竞争中拔得头筹，

就必须武装自身信息处理能力。

# 第2章 分类模型与数据挖掘库sklearn

## KNN最近邻方法

sklearn.neighbors 提供了 neighbors-based (基于邻居的) 无监督学习以及监督学习方法的功能。 无监督的最近邻是许多其它学习方法的基础，尤其是 manifold learning (流行学习) 和 spectral clustering (谱聚类)。 neighbors-based (基于邻居的) 监督学习分为两种： classification （分类）针对的是具有离散标签的数据，regression （回归）针对的是具有连续标签的数据。

最近邻方法背后的原理是从训练样本中找到与新点在距离上最近的预定数量的几个点，然后从这些点中预测标签。 这些点的数量可以是用户自定义的常量（K-最近邻学习）， 也可以根据不同的点的局部密度（基于半径的最近邻学习）。距离通常可以通过任何度量来衡量： standard Euclidean distance（标准欧式距离）是最常见的选择。Neighbors-based（基于邻居的）方法被称为非泛化机器学习方法， 因为它们只是简单地”记住”了其所有的训练数据

尽管它简单，但最近邻算法已经成功地适用于很多的分类和回归问题:

例如手写数字或卫星图像的场景。 作为一个 non-parametric（非参数化）方法，它经常成功地应用于决策边界非常不规则的分类情景下。

sklearn.neighbors 可以处理 Numpy 数组或 <cite>scipy.sparse</cite> 矩阵作为其输入。 对于密集矩阵，大多数可能的距离度量都是支持的。对于稀疏矩阵，支持搜索任意的 Minkowski 度量。

**最近邻分类**

**最近邻分类属于 *基于实例的学习* 或 *非泛化学习* ：它不会去构造一个泛化的内部模型，而是简单地存储训练数据的实例。 分类是由每个点的最近邻的简单多数投票中计算得到的：一个查询点的数据类型是由它最近邻点中最具代表性的数据类型来决定的。**

**scikit-learn 实现了两种不同的最近邻分类器： 基于每个查询点的 个最近邻实现，**

**其中 [![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMArxhI6ft0z4syYN2d88SytLAAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABFSURBVAjXY2BgVGBgYGB2ZQCBdDBZASYjQQRnAFs7AwNHQdNSBgbuYyARPjeQelNmkPRxhmtcDAweDJe1GBguMTQ2MAAALZcKvJbnGOcAAAAASUVORK5CYII=)](https://img.cntofu.com/book/scikit-learn-doc-zh/docs/img/f93871977da52a6d11045d57c3e18728.jpg) 是用户指定的整数值。[RadiusNeighborsClassifier](https://www.cntofu.com/book/170/docs/generated/sklearn.neighbors.RadiusNeighborsClassifier.html" \l "sklearn.neighbors.RadiusNeighborsClassifier" \o "sklearn.neighbors.RadiusNeighborsClassifier) 基于每个查询点的固定半径 [![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAIBAMAAAA2IaO4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdJ2LMhhgz6/zv/vphMvEoQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAChJREFUCNdjYFR2VmYI8zWoYEiQZACCFSBiGxCzXAASzAeABIcBAwMAeRAFfByjG6wAAAAASUVORK5CYII=)](https://img.cntofu.com/book/scikit-learn-doc-zh/docs/img/451ef7ed1a14a6cdc38324c8a5c7c683.jpg) 内的邻居数量实现， 其中 [![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAIBAMAAAA2IaO4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdJ2LMhhgz6/zv/vphMvEoQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAChJREFUCNdjYFR2VmYI8zWoYEiQZACCFSBiGxCzXAASzAeABIcBAwMAeRAFfByjG6wAAAAASUVORK5CYII=)](https://img.cntofu.com/book/scikit-learn-doc-zh/docs/img/451ef7ed1a14a6cdc38324c8a5c7c683.jpg) 是用户指定的浮点数值。**

**-邻居分类是 下的两种技术中比较常用的一种。 值的最佳选择是高度依赖数据的：**

**通常较大的 [![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMArxhI6ft0z4syYN2d88SytLAAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABFSURBVAjXY2BgVGBgYGB2ZQCBdDBZASYjQQRnAFs7AwNHQdNSBgbuYyARPjeQelNmkPRxhmtcDAweDJe1GBguMTQ2MAAALZcKvJbnGOcAAAAASUVORK5CYII=)](https://img.cntofu.com/book/scikit-learn-doc-zh/docs/img/f93871977da52a6d11045d57c3e18728.jpg) 是会抑制噪声的影响，但是使得分类界限不明显。**

**如果数据是不均匀采样的，那么 [RadiusNeighborsClassifier](https://www.cntofu.com/book/170/docs/generated/sklearn.neighbors.RadiusNeighborsClassifier.html" \l "sklearn.neighbors.RadiusNeighborsClassifier" \o "sklearn.neighbors.RadiusNeighborsClassifier) 中的基于半径的近邻分类可能是更好的选择。**

**用户指定一个固定半径 ，使得稀疏邻居中的点使用较少的最近邻来分类。**

**对于高维参数空间，这个方法会由于所谓的 “维度灾难” 而变得不那么有效。**

## 朴素贝叶斯

朴素贝叶斯方法是基于贝叶斯定理的一组有监督学习算法，即“简单”地假设每对特征之间相互独立。 给定一个类别 [![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/0775c03fc710a24df297dedcec515aaf.jpg) 和一个从 [![x_1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdIuvYM8y+0jpGL/d852FU2VUAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgEDIRCmMAApaEdIEKEIORwR1I5oCYpgwMTLYgxiQgzgVirm8MDiCGO9MHjgQQo1tCWAQiBQYYDJb9z2BCDACIkQuep+e2vwAAAABJRU5ErkJggg==)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/f15b9946d9078749f894a78579dc6778.jpg) 到 [![x_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAdIuvYM8y+0jpGL+d3RWQviMAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABPSURBVAjXY2AQMhEKYwABloR0gQowi5HBnQEGTOGsSTAG1zMGhzUm2gkM7kwPOBIEXjArMHRLCIswcFxgbYCo4DnADlXL2+CaAmUxLFUAAIuXDVoiFatUAAAAAElFTkSuQmCC)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/14f6506599a88a5297ea712fa70eece4.jpg) 的相关的特征向量， 贝叶斯定理阐述了以下关系:

[![P(y \mid x_1, \dots, x_n) = \frac{P(y) P(x_1, \dots x_n \mid y)}{P(x_1, \dots, x_n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAToAAAArBAMAAAAakVnlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD9klEQVRYw8WYT2jTUBzHv+3apU3/bQ43BlN3UvCgPXjwJPUwGYgSUMTD2OpBmZ4CgjgcrnjQi7AUQZgXCxNhKGwDvWxs7DLEi+wk6MWKqOxWYWNzgvreS/KavDZtAkn2g5fk5fFbPs17+X3fd0AgIWvs9Mxya85dpmpeJCsIKjr006zlVt5dZoH/wLz/WJGT3T1DwFu9Jy2Qw4Ff3acUpBSPdLgXwFs7B0yVsGH06DlWhLSLDLzSZQKg+w3MLyQ1o7dKWk6D/AcznulSVd/hyFvCmBorGd0rYK8yvoNhz3Txov/rbg24gDT529+QLdILDJDJ3QC5ny3ff1pqlrTZtzlupdNzaYrPkSki9ZlCzaWVzi7kyK2PwEqFPupu4kO62bchlR5X1610ei5qvtPlzi/2AQ9I3ZpGWkWUFK2t5W4ViUGgKhHERKEhJ4tJ+8zquTjuO90UezmEDr0YA6WTtukdSocIma7yYJOsXmHdsdwA6AbY8TVpJ7ACOsURtnxkesxoBqYYnwQ6lhvAujvKjvRj2MNZdhHVPz36qPmS1JRO3oX6qu9JidOxXBsd10HJPUuDFsp/2YlWlL3EDqso83rZGoa09hxXKV3iFmxtMlmLl6rbEa1OR3NtFYXLWsyD2ItaeGiLsdBqXC7v0Woc+XKRjcwgfmb0MPs84u/Jo9fr7dL3rz8RL3QqnI7l6tVY1EEPdE5aKNNnpArgiga8MM50ZrNNUlILaUs1prm6kok66IXOSQsPkpIQVSFp9TKttKaLKXcemXQsFxN6iRJ00AudkxZ2kM1TT9Md1O0/JSw1o8NLvu5YrrFqRB30QuekhbKWLGuOu89qG51lucYXx3VwNI8fJp2jJgqDvtck8eeaOihr67hm0jlpIoRB/7VQCFMHpUQN70w6J00EH9SDqk3HDRpdgcDVdTBSjNf4unPURHOwTmfZA/zzN6w6GK2mNjidoyaagwGtOyHqOpirxLo4nZMmmoPy4sRpgy7ImeU6SOimVYOOayIeVhoaG8zmlP5Adtf2JcR1EMn+IxWDjmsiRsgkjiiWphmDl3HdrTNxabRt5dEeTAff2Ksxm1nx+WZ/mc6qO1fn1jfPOr9DhZSTYx7ohqRx1dBCx/BmtHVz7vAD5Xwkb6ejmpgStnC8X5Bvtv1vgjejbd3SNC6Omf4mOpttsCitdp+iB/JktHVz3iY6ffRAnoy2bs7Di/ZG226206HStTXagtnOhUrX1mgLZjtaCRHOjdG2me1Q6dwYbZvZDnXduTDadrMdKl17oy2Y7TArigujTfsWs72K8KOV0c7azPbGPtC1MtpZq9m2mPMQo4XRXrKa7dn9gGtltKstd5//AQhMiolM5cVHAAAAAElFTkSuQmCC)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/32f500a4e2eba65727c1e003699dff90.jpg)

使用简单(naive)的假设-每对特征之间都相互独立:

[![P(x_i | y, x_1, \dots, x_{i-1}, x_{i+1}, \dots, x_n) = P(x_i | y) ,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVMAAAATBAMAAADfSvOfAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACvElEQVRIx8WWTWgTQRTH34as+5WPbg+WoGhvhZwCFfGkOXjoSQKCeiglvYh4WhCkYlkXkXpRnCII8WKgIhQPzUGkKEouoXiRnARPbg8qvUWwWOjFeTu72d3JTJJDSQf24/3fvMlvJm/eDkDUNvtvDkyovZToPIrRTPsr/bfqpFA3JDqPYkbC9B/7XA2s2uRRtRYnyFDuh2a2DtoB5GHyqNDlbBlKpBQJmIfQOA7Uz5wtQ7F89nzggfoPFo4D9Rpny1DUOnuepgvfhTZAYd194QX+pQr8CnyRJGx7M3u3xtHkfXKcR4rSZv5vAJ+aaKzoX3OY0VWTdGA58EWScFN4T/zOGNqQuCLnkqL0mP/vR9sBfRbA13A+U1DV9B7sBL5A0sUZUYBVet9lxiO5Jo4LWgYL5vmbtC0PRymzSe7jHf2g0JQwcdWVuhrOA6X1Wcn6nKQXq87GNKddT2qiuBg1sd5SFIaqBHlg4j1PwlzO+FZYR1DSZajf49eHnOYmNWkcl6tyFJarGba70NjyNHiP/mIzO8WiUZKhmgfgWPU0aqQNQ8U+b2eeeyFqnAByFIa6xWrWAmjtV3DDoP8J+p85sNZkEqLqt2HgWjV6qkfKfdSU5saaMM7fV8hAsZKi0GJFaZQfVwJ/A9SLS2cceIpTMUpnm7BIQomiql9oceskLmpf/bn7G/SuZdt2C7ES2sb85fkLkSaMU6snavwnQI5CPwGLpN/vdfgssbr7Drd/KGECFAa2cTg8iRMgqbmcxsdZrZzgwypDySdo6Phh+SwT6t+BuTFRM5uDqKiNQs3W7j4GjQhRB1HupVCjk9cpj9bdikItK6okdw49+MANF9nKNiszl7bTmstpfFwW3pBRh8A+ipmkSZ1nq9Ao8Qvic6P5gl9Iau44caOP1gwFj9YFYc/6ERxEzKM5zyRR/gM54QI76zL16QAAAABJRU5ErkJggg==)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/9fd83615429a9be9e5698d35bec8642a.jpg)

对于所有的 :i 都成立，这个关系式可以简化为

[![P(y \mid x_1, \dots, x_n) = \frac{P(y) \prod_{i=1}^{n} P(x_i \mid y)}{P(x_1, \dots, x_n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATEAAAAsBAMAAAD/dJKqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEUUlEQVRYw8WYT2gTSxzHvxuTbpLNn1axpeC/k0oPmoMHT+9FqSKIsqAUD6LxYKnvFBBEUTQUee/ywA2CoBcDlUJQaAUFUSy9FPEiOQl6aYqoeEtFrX8e1tmZnc1kkv0T2ez7wc5mMpPtp/Ob/X1/vwFCs7tD10v4363KbrfE7+qfFaNtYlL8qsg/JCo9I8ux25TZLP43Ojq6d3V7LN+nt01cI3byNm8ueKS1ywO7dGgWgjpLmswX0mjL0GZTwkRl58C6fcDDjmS4GDxZtAD1K9K8WzMXgJL9RFQ/948wcz9wpUQndCBLB0+WNZD8gZu8OyeSYVrcVN+AmdmE0ZlMqwdORpYhtoIDvDsmkLUaWVmcLEZLnclihcDJNhCH1jAPnMjhHZByJFPInEN0/MPQh4kmWewNMgRrPnCyl8DTCnlu0ljAKeJcR7J0Adprk0wt/VtfaJJVU3pfP9AInOzTk4Ei4lugxht4BkQqTmTZg/eHgEny6uIS6S5xsuI1pEhcGwkaTP1stoQMSiHWcCO7QgPLpNkMkqti77NBnEQPyBS6P5KkjdS1mts+20Dbe2bzquUN2IGn6ME+i7B3ijw3W4n2S2RLbM5V2m6lLR3/iqJWsMm+Y08vyGZYHDpgkl0rSlGDiWFiLV1WtoYkalxKNGIlY6RJFl+RokbV3iv+QWTlVRYP0zuJtInhzZXWSMuN7q2Nn+j/QCLtkbdL7xGv2WTl8ncp0toiGvVP5qS8d8zmgaROWkEg4w+wgivLQlhHy3N1ahXhrsiclFfRScjYRpbfEMiMkanx8fGJFjKst/ZnlZOlihGyCy50EuGuyJyUN5fMKTkrC+Jk8Vr7mvEsSHnEyaawzvaFJMJdkTkpbxU3h3nmqH4kTd8yeN446Zg5mmSJsmHvX0mEuyLzo7yLq8+h7lzdHqlOt3uzxQruIszIMuXLNxyzdmGwi7jDPAb1z0e/KcKM7Hz8RUp3+oUwGLzyOoswI6urZDXi+c6/oIPMzAi5Zty0/sDBZBG29plCnF7e4uSYgkjWtNXgrNEuwhZZ2mC4nYOF/UbN99CZsghbZDMl1ZmMDCbvX9htkfXKm7IIUzJ1/jaOUbK/K20XHcxk9WF/UaPqE+QWPESYksX+OLGJvhY4Thx3XBcuwxo8itP+ahy/Ve0UPERYiLTUm/Lf5v0npifT/qti71dx1l2EfZPtUyeKlvL6q4o9reYuwiLZ2R8laFIKZvfzyTMe5w+yIHvZHFxFWNbNjKxMbpmja1XsaWNeE/oCr4pdRbhZCKdCO0TjguwqwkIhnA2NjAuyqwizQpjF/EpIYE1BdhfhwdDJmoLsLsJ2IRzaPmsKsqsIm4UwO1wOjcwWZFuE43+h7aKFMDtcHgvLmbYg2yIce04UeUG4SJ8WwuxweQ7h2h1B6pzCNjtcroVMpujeZPRwWTVCJuNZkCnCj6Whx3YhOW04ZkG9s2p7ntKxL2WOvwBkhK8/DZKYdAAAAABJRU5ErkJggg==)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/1c12ea7ea179efd16ce513645034d41a.jpg)

由于在给定的输入中 [![P(x_1, \dots, x_n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGcAAAASBAMAAAC0gN24AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABL0lEQVQoz2NggIGVDMSBWcgcAyI1LQaTQh8FTQIYuAOI1MS+AUSyJDCw/2DgZSAWXAAR/BMYuH4zzCRa0z4QUd/AwPqdwYNoTWEgQgbowgsMBxgY+CbWTWvApRQhyQMirjEw7F0A0lTBcY4HZ3AgJPlBxJfdggUMHAoMDA/YgTo5HLBrAkuCAdMCYBB+BbFAmhgYExgYJirgsAokCdfECDaBC0TyToDqxgZAknA/MUFMAGla38COWxNQkmtjpQVE0/oHYDEPBvYD8xkiwJraFmBgsCQff4AkOMgZ7/uBNc1kYLWLk4OESAzQJTEBSHgCVDKEIRUauRCwBEqDnfcAPeig9G6QLy4gBU4AEZpc2TMK2CdgZo3i3w0M3AtQ9cD5DlyZ0KyBmQn50JMQWiYEALNBT6Z/kUkWAAAAAElFTkSuQmCC)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/03dc262433e357325639af531c5bf70e.jpg) 是一个常量，我们使用下面的分类规则:

[![P(y \mid x_1, \dots, x_n) \propto P(y) \prod_{i=1}^{n} P(x_i \mid y)\Downarrow\hat{y} = \arg\max_y P(y) \prod_{i=1}^{n} P(x_i \mid y),](data:image/png;base64,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)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/983133e80141fbf289a10f379c11b34f.jpg)

我们可以使用最大后验概率(Maximum A Posteriori, MAP) 来估计 [![P(y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAASBAMAAAAuzwolAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA3ElEQVQY002Qvw4BQRDGv724HHfEn+4SCZ32Cg+hkquUct7AG/AGrqW6hEZFoROiEe1VWio1CSHRmNmx4iu+SX67O/PtAEZzKRP8KZAy1V65lZshvFCYs2TPRHBeKJj7KVsxhvvG2LAt22AI+4mWYR22Kj1PsQO6AS5AntkR2CTE3HiPHrVidl+X+8jW4WSvOABWQsMffEAMKrKvwtSOmUtunb1U+lmRHkesmGRKwhZnzVrMRn2dRZ3amlHmnF9LvplFM7aV+ZtIhRSkQTHi/125gQrMrn47Hfuy0w96czAatjvPbgAAAABJRU5ErkJggg==)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/d41288778c3d66bcae947c3078469126.jpg) 和 [![P(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABM0lEQVQoz3WSv0oDQRDGvzs893LZ/FMQRBFrC7GwltilkqvESu8RtrTSewFxrxFiYyA2qWJlI5F7Aklla8AnCEQisTGzd8tu9DLFtzPDj9nZ2QG09WCZ0M69nT2wg6Z2ukrXxo3DEOWwEGFPpCsR2DcqKEQwJKlJBD9oL0FeSa5jeFO0liCnJNvzu4ZIgWpydRcbxPtENQKn8B0YdAi59N94aJAeD1frqFE4eWkI+LvAiFGpukbELbiA25k/64tyhMCJgMD0soELKMRJKQxIK3Kh3X0MoHpxI5UkpB8zPBtkhuMM6Y9UsgWWPuCsRIU14k/Vo52PE4W04R2d7wjcmCpJMstHl9ljfm5aoys38w/IzMknsic1woUrwOT/ZdiKNdLFul6GopUipJTIPyu1YJHl/wIXBULqiMH39gAAAABJRU5ErkJggg==)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/db23fadfab6b660dbfa2934c4536beb1.jpg) ; 前者是训练集中类别 [![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/0775c03fc710a24df297dedcec515aaf.jpg) 的相对频率。

各种各样的的朴素贝叶斯分类器的差异大部分来自于处理 [![P(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABM0lEQVQoz3WSv0oDQRDGvzs893LZ/FMQRBFrC7GwltilkqvESu8RtrTSewFxrxFiYyA2qWJlI5F7Aklla8AnCEQisTGzd8tu9DLFtzPDj9nZ2QG09WCZ0M69nT2wg6Z2ukrXxo3DEOWwEGFPpCsR2DcqKEQwJKlJBD9oL0FeSa5jeFO0liCnJNvzu4ZIgWpydRcbxPtENQKn8B0YdAi59N94aJAeD1frqFE4eWkI+LvAiFGpukbELbiA25k/64tyhMCJgMD0soELKMRJKQxIK3Kh3X0MoHpxI5UkpB8zPBtkhuMM6Y9UsgWWPuCsRIU14k/Vo52PE4W04R2d7wjcmCpJMstHl9ljfm5aoys38w/IzMknsic1woUrwOT/ZdiKNdLFul6GopUipJTIPyu1YJHl/wIXBULqiMH39gAAAABJRU5ErkJggg==)](https://github.com/apachecn/sklearn-doc-zh/blob/master/docs/master/img/db23fadfab6b660dbfa2934c4536beb1.jpg) 分布时的所做的假设不同。

尽管其假设过于简单，在很多实际情况下，朴素贝叶斯工作得很好，特别是文档分类和垃圾邮件过滤。这些工作都要求 一个小的训练集来估计必需参数。(至于为什么朴素贝叶斯表现得好的理论原因和它适用于哪些类型的数据，请参见下面的参考。)

相比于其他更复杂的方法，朴素贝叶斯学习器和分类器非常快。 分类条件分布的解耦意味着可以独立单独地把每个特征视为一维分布来估计。这样反过来有助于缓解维度灾难带来的问题。

另一方面，尽管朴素贝叶斯被认为是一种相当不错的分类器，但却不是好的估计器(estimator)，所以不能太过于重视从 predict\_proba 输出的概率。

## 高斯朴素贝叶斯

[GaussianNB](https://www.cntofu.com/book/170/docs/generated/sklearn.naive_bayes.GaussianNB.html#sklearn.naive_bayes.GaussianNB) 实现了运用于分类的高斯朴素贝叶斯算法。特征的可能性(即概率)假设为高斯分布:

[![P(x_i \mid y) &= \frac{1}{\sqrt{2\pi\sigma2_y}} \exp\left(-\frac{(x_i - \mu_y)2}{2\sigma^2_y}\right)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAS8AAAAyBAMAAAD/z0AaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAFiklEQVRYw81ZTWwbRRT+1lnbu7ZjJ62gCj9tOFQJPZQAhTYcKhcqqFpBFzVCCKHGLaKVKkF9Kzm0XeCEaLDTIqQ0VDGQA9CCXf4kFCjmUEVBiBohIU7UoohDg5JUok0aUJaZ8d9OdtZrr+PAk2xPxuPZb+Z9731vJsD/ysLne1buYa/VMfYs9kHJrAwuZWel/UHVkaeBozgDnF8ZYK+kKu3qfnqPrAKrgZaGt2wsXsOgXyvNoFZ1pJ8C6iav9Q3ienm0BmBSrNJudRibA3x0ymdTDSKL1ADshOkhww5jLwCfK+TT17YCwLaZ2jscxj6F8NXXabzMNx+Yd8H0R5YkqqFjb+lLxhyEXCBfCAnjGm0caD4wX4wH9pLyQ0gL866aR7rg70ippz/VdGBpUyAqnUDeT9AF+GDM4rdCy1PC48k0HdhX4IFVorRvO7FdhZ77lwCTOpsO7FFTO5ClKSMJfMENIT0bEYxJccKxEjPnmw7sJniOIa37VQ9HoYgWWHgmuaFVrwDDJMQ65jfrVyPA/NzSdxA+jeJpDHJjjmtSNhnIhWi6KNlPEOuYbNYvW3tn94+aA7DgrPmvYXi37l0bRwc35s6tV3vj4UwfS7BFu4++rbrWvknjdUzm9cu9+TgWjxU/NyQtYirl25kkFW2UoYjRHed0TOb0qwHzRDndLC7+dp1PYzRie7vgT5rcS5mSROBvXsdkTr8asBCfSkVlD01sJA5JZJhok8hTdDq8c7yOyWb9aihueSaICkWVYR8kH6ZAS9PNu4MAyfE6xoDt7cEfMIVwLfblKf3MDeX7NZcHTuVR8EZtpo5YF/Qz8HWqrGNlYIHkRVKAV/SrFmvJKFk8gkNIJHF3eeVudppu41/j7fGKjjGBpcD8yiwmijLx4AFi+5znS+jowrmBFFXlt8tcccNNwkb/dU7HAmVXSjHvrEm/CisxqhgwMz29GX6yHAIsoZWAeakqbs/AqM1KwKQsp2MVjnnywVydHJtha3ycAeundE004EpPzKxjBYFlwCIpua0IrA5XKgi2tpVd6ZpjhPzpvFnHCgJbBJaI15kuCBdO41Bggk66UZAuhDa1WgAsCenyE5yODZZ3TO1Yl7JNsB+LyTE0rH1y3XtpS3r6SrwcXdUtkBGcPdJ5i451mBLsZ/aS9IDgbG+euBgyHuerCH9OtT6jP27RMSawDNgECX2zfnHLjC7pYGd7KzCfrdSqnz5WbOmSFf2MbtExJrAswfbQH9iUPaTcHNlkrsbY2b5yNjr8vKjs4S8qyjnOo1u+/cZGx9iODXfYF4pjUFPKItfVLfTTgh2w9ZWS6KD12xfsyignYlyAR8N+7ifCajYwZzfDJKTZ0o2Gdce+dVs15BBKYp25h53trXZX1SJSvcf4B9PvW3KKMucSV5DRYz8GSZLI4iR5K5ztrbaqypEzj+c+3AbFMCzpQp11CYyVu4FFbAmGdfgeGmsrne2tT9dtJ9kFNUqiWWSy2wtPVu7KGS/ekIA3SSqyHSnbpv5gBqTI+t3x/F4nxYiNk9dtLcBFhKP26dP2TD0FnADurZcAtnaWvMKZ0ltUBikNW6oIz6Qd4iQyxI/fCb90wX3v4VSRYgMIkno9Qv0YqnI586dN/54jx3o88OULlwNLuO/iaOalsjxFG5uPXEFrPKKhEy/S64g1NnFiU/hcMoyYt+MWgF0O8HbODcVoXUkvyEOGcQPvQo7jySENpFr6RTxe6XaqLnIha7y6MOUm/AJKfcQqTZEddZiQXQ7wPVFXEfkwZAGlprx2swUdchK7HOCsz12qOK7tEfSulWwjc9zBBb1dSzp2uryOiIl++OrJuLvp2OXAspi6KPKNFnI736DatjzAYAjkT8kNuV7oyDLhwq1C9Vyh/+X99/YvVgO1yrZ592kAAAAASUVORK5CYII=)](https://img.cntofu.com/book/scikit-learn-doc-zh/docs/img/92c470d884176abfcc29a5218ccf0aef.jpg)

## logistic 回归

## logistic 回归

logistic 回归，虽然名字里有 “回归” 二字，但实际上是解决分类问题的一类线性模型。在某些文献中，logistic 回归又被称作 logit 回归，maximum-entropy classification（MaxEnt，最大熵分类），或 log-linear classifier（对数线性分类器）。该模型利用函数 [logistic function](https://en.wikipedia.org/wiki/Logistic_function) 将单次试验（single trial）的可能结果输出为概率。

scikit-learn 中 logistic 回归在 [LogisticRegression](https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html" \l "sklearn.linear_model.LogisticRegression) 类中实现了二分类（binary）、一对多分类（one-vs-rest）及多项式 logistic 回归，并带有可选的 L1 和 L2 正则化。

注意，scikit-learn的逻辑回归在默认情况下使用L2正则化，这样的方式在机器学习领域是常见的，在统计分析领域是不常见的。正则化的另一优势是提升数值稳定性。scikit-learn通过将C设置为很大的值实现无正则化。

作为优化问题，带 L2罚项的二分类 logistic 回归要最小化以下代价函数（cost function）：

[![\underset{w, c}{min,} \frac{1}{2}w^T w + C \sum_{i=1}^n \log(\exp(- y_i (X_i^T w + c)) + 1) .](data:image/png;base64,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)](https://github.com/apachecn/sklearn-doc-zh/blob/53e5a60fc5b15e7b81c00f17e4983f9de25d7f26/docs/master/img/203c5a2c58d6567a86dbc86faa92209e.jpg)

类似地，带 L1 正则的 logistic 回归解决的是如下优化问题：
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Elastic-Net正则化是L1 和 L2的组合，来使如下代价函数最小:
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其中ρ控制正则化L1与正则化L2的强度(对应于l1\_ratio参数)。
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