1. 人体模型

人体模型的构建和描述是人体姿态检测流程中一个重要的模块。当前主流的人体模型主要有运动模型（Kinematic Model）、平面模型（Planar Model）和体积模型（Volumetric Model）­­[1]。

* 1. 运动模型

运动模型利用关节点的位置和身体部位的方向来定义人体姿态。运动模型又可以分为预定义模型（predefined model）和图形结构模型（graph structure）。其中，PSM（Pictorial Structures Model）[2,3]是一种常用的图形结构模型，也是当前人体姿态检测领域里相当重要的里程碑。Pictorial Structures[4]早由Fischler 和 Elschlager 于1973年提出，这种方法将人体姿态检测问题转化为能量方程的最小化问题。后来Felzenszwalb [3]人在此模型的基础上定义了人体姿态。Felzenszwalb的方法虽然只能应用于前景背景分离的灰度图像上，但仍为后续研究成果的改进和实现提供了诸多帮助。

树结构模型（tree-structured model）是PSM的一个特例，无论在2D还是3D上，都适用于人体姿态检测[5–13]。然而运动树结构模型在表示身体部位之间的依赖关系时有一定的局限性。此外，当遮挡存在的情况下，身体部位完全无法检测[14]。针对运动树结构模型的局限性，后续许多研究提出在树结构模型上的改进方法。Wang等人[15]通过添加不同形状的树结构模型来解决缺少模型描述符的问题。Sapp等人 [16]通过添加模型的状态来增强模型的表达能力。Wang等人[15]和Komodakis等人[17] 使用多个树模型而不是单个树模型进行人类姿态估计。

* 1. 平面模型

平面模型不仅能够捕获身体部位之间的连接关系，还能够学习人体部位的形状和外观。 ASM（Active Shape Models）就是一种平面模型，能够用于表示整个人体结构，并用主成分分析（PCA）从平均形状中获得轮廓变形的统计[18,19]。纸板模型（Cardboard Model）是另一种平面模型，它由前景物体颜色信息和人体部位矩形构成。纸板模型通常包含一个躯干和八个半截肢体，前景信息由颜色直方图表示，每个身体部位由该部位的平均RGB来表示。例如Hao等人[20]的方法就是采用纸板模型来实现人体姿态检测。

* 1. 体积模型

体积模型能够真实地表示3D体形和姿态。几何形状和网格是体积模型中常用的两种方式。当使用几何形状作为模型组件时，人体部分用圆柱体、圆锥体和其他近似形状来表示肢体，例如Hedvig等人[21]的方法就是用圆柱体的复合体建模人体姿态。 这种模型能够准确地获得人体四肢的真实形状，并且容许人体结构或服饰的变化，因而比图形基于结构的方法更具有准确性。当使用网格来表示人体姿态时，网格通常被分割成几个身体部位。SCAPE（Shape Completion and Animation of People）是一种常用的3D网格模型[22,23]。

* 1. 姿势先验

人体姿势受到许多因素的约束，包括运动学、关节操作限制以及特定活动下的运动模式等[24]。通过从数据中学习姿势约束并创建姿势先验，可以为人体姿态检测提供有效的信息。一些研究将这些学习到的知识作为模型的先验知识并用于约束人体关节点[25] 。

1. 分类算法

通常情况下，人体姿态的检测的分类算法可划分为两类：产生式分类算法和判别式分类算法。产生式分类算法把人体姿态检测模拟为几何映射问题，判别式分类算法则把人体姿态检测视为特定图像处理问题。另一种划分方法根据起始点为高级抽象语义或低级像素，把人体姿态的检测方法划分为自顶向下或自底向上。

* 1. 产生式分类和判别式分类
     1. 产生式分类算法

产生式分类算法的基本思想是首先建立类别样本的概率密度模型，再利用模型进行推理预测，这种方法要求具有大量的已知样本。在人体姿态检测问题中，产生式分类算法[26]从人体姿势初始化模型开始，将姿势映射到图像平面，再用图像上的信息验证模型的准确性。

* + 1. 判别式分类算法

判别式模型与生成式模型的工作原理恰好相反，它的的基本思想是通过大量的样本学习获得模型分布。在人体姿态检测问题中，判别式分类算法从图像信息开始，利用训练数据为图像信息与人体姿态之间的关系建模。这种方法相比于产生式分类算法相对简单、计算效率高，一旦建模完成，对输入图像的姿态检测效率远远高于产生式分类算法。大部分的人体姿态检测方法采用的是判别式的分类算法。判别式分类算法又可以根据其训练集的来源分为基于学习的分类算法和基于特定样本的分类算法。

基于学习的分类算法不对训练样本进行特定筛选和分类，现已存在大量这一类方法相关的文献。SVM（Support Vector Machines）是当前被最广泛使用的分类器。Remi等人[27]用SVM或相关性向量机（RVM）学习获得的专用检测器替代简单的部位检测器。Ryuzo等人[28]为了区分姿态簇，使用具有姿势相关特征选择的内核支持向量机，通过最小化半径/边界约束来估计RBF内核的尺度参数，从而实现了内核支持向量机的特征选择。Huazhong等人[29]使用的判别式词袋方法实现单目图像的3D人体姿态检测。近年来，随着深度学习的快速发展及其在数据挖掘和表达能力上的优势，人体姿态检测领域引入了深度学习方法用于学习图像中的关键信息，其中CNN（Convolutional Neural Networks）被广泛应用于人体姿态检测中。Tompson等人[30]提出了一种涉及深卷积网络和马尔可夫随机场（MRF）模型的组合架构。Gkioxari等人[31]用由CNN特征表示的区域来训练出具有损失函数的R-CNN检测器。Joao等人[32]采用迭代误差反馈，通过反馈误差预测来改变初始解。

基于特定样本的分类算法中，对于输入的图像，我们用特定姿态的离散图像集合及其对应的特征表示来训练模型并实现人体姿态检测[33]。随机树[34]和随机森林[35,36]、霍夫森林[37]都是可以用于快速处理这种类型问题强大分类技术[38]。此外，稀疏表示（SR）也常用于提取最重要的训练样本，后来所有的估计也都是基于这些样本进行的[39–41]。

* + 1. 融合产生式与判别式分类算法

产生式分类将人体模型投射到2D图像空间中，并测量它们之间的距离[33]，而判别式分类检测人体的各部位来重建人体姿势。由于产生式分类算法效率低下，而判别式算法对于不存在于训练集中的姿势识别率低 [29]，许多研究结合了这两种方法的优势，提出产生式分类与判别式分类相结合的分类算法。这些方法通常用判别式方法[42]的检测结果来初始化姿势，并用产生式方法来优化局部区域内的人体姿态[43–45]。

* 1. 自顶向下和自底向上

根据人体姿态检测算法的工作方式是开始于高级抽象语义或低级像素，我们又可以把人体姿态检测算法分为自顶向下和自底向上的方法。在计算机视觉的语义层次结构中，图像是最低级别，而人体姿态的配置以及人体姿态所属的行为类型是较高级别。

* + 1. 自底向上

自底向上的方法从图像中采集并描述出具有代表性的特征，将这些特征直接用语检测人体姿态或者用于定位身体部位再组合成人体姿态。根据单位面积的大小，这一类方法包括了基于像素超像素的方法和基于人体部位的方法。

1. 基于像素或超像素的方法

图像的像素或超像素可以用于分割图像并集成到姿态检测中 [46,47]。基于像素的方法也可以与其他方法相结合。例如，Hernández Vela等人[48]利用能量最小化框架，通过图切割优化来扩展每像素的分类方法。此外，还可以利用分割的结果来增强像素级的估计。 Marcin等人[47]提出了一种方法，通过在检测到的区域上初始化的“GrabCut”来进一步缩小搜索空间，直到缩小到身体部位的搜索空间[49,50]。基于部件和基于像素的方法也可以在单个优化框架中组合[51]。超像素也可用于限制人体模型中的关节位置[52]。在基于超像素的方法中，我们还可以优化身体部位匹配和前景估计。例如，利用分支绑定算法[53–55]来实现这个过程。

（2）基于部件的方法

基于部件的方法通过学习人体部位外观和位置模型来解决人体姿态检测问题。在基于部分的方法中，首先从图像中检测身体部位候选位置，然后逐个检测身体部位使其符合人体外观的正常表现[56]。Yang等人[12]扩展了可变形部件模型（DPM）[13,57]，提出了用于铰接式2D人体姿态检测的FMP（Flexible mixture of parts ）模型 。 这种方法后来利用组合和/或图形语法模型被进一步改进[58]。

* + 1. 自顶向下

我们这里的自顶向下指的是从高级抽象语义到低级像素的问题解决过程[59]，其中高级语义用于指导低级语义。根据这个概念，自顶向下的方法更多是结合自底向上的方法来使用，而且更高级的语义通常能在效果上提供很大帮助。

* + 1. 融合自顶向下与自底向上

自顶向下与自底向上的方法结合起来比产生式方法与判别式方法结合起来更加灵活。通过将图形运动学模型与检测方法相结合，可以同时获得检测结果和3D姿态[56,60,61]。此外，通过图形切割可以找到全局最小能量[62]。 Bray等人[60]使用图形切割来优化姿态参数以实体人体的集成分割和3D姿态估计。
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