SC笔记

# 网站架构演变过程

## 传统架构(单点应用)

ssh或ssm项目，会将整个业务模块放在一个项目中，分为mvc架构、逻辑层、数据库访问层、控制层。

优点：适合单人或小团队开发。

缺点：耦合度太高，一个模块的失败，可能导致全项目出错，例如一个模块将数据库连接占完，则其它模块就不能访问了。

## 分布式架构

基于传统架构演变过来的。将多个模块分开为多个项目，比如登陆、积分模块分成两个项目，每个项目有自己的数据库。每个项目之间没有关系。

项目：包含业务逻辑层和视图层，即包括前台项目和后台项目。

服务：只包含义务逻辑层，没有视图层。

优点：耦合度降低、粒度更细。

## SOA架构

面向服务架构，俗称服务化，将共同的业务代码抽取出来，提供给其它接口调用，服务之间采用rpc远程调用。

服务：将共同的业务逻辑进行拆分，拆分成独立一个项目进行部署。比如前台服务调用后台服务。

特点：底层基于SOAP(简单对象协议http+xml混合物)或者ESB(消息总线)实现，底层使用HTTP或https协议 + 重量级XML数据交换格式进行通讯。在后面微服务中，以json格式替代xml。

缺点：

* 依赖中心化服务发现机制。
* SOAP的xml占用宽带，xml报文冗余大，高并发时不太好。
* 服务管理混乱，缺少服务管理和治理设施不完善。

rpc远程调用技术框架(核心底层socket技术或netty实现)：

* httpclient
* springcloud
* dubbo
* grpc

## 微服务架构

基于SOA架构演变过来，粒度比SOA更加精细，目的是为了提高效率。每个服务之间互不影响，且必须独立部署(独立数据库、独立redis等)，更加轻量级，采用restful风格提供API，也就是Http协议和Json格式，更加轻巧，适合敏捷开发。

SOA架构与微服务架构的区别：

* 微服务基于SOA，但是去除了SOA中的ESB消息总线，采用http+json(restful)进行传输。
* 微服务架构粒度更加精细，服务之间互不影响，每个微服务独立部署，更加轻巧。
* SOA架构中数据库存储会发生共享，微服务强调每个服务都是单独数据库。
* 微服务更适合敏捷开发，版本迭代快。

# SpringCloud简介

## 为什么使用SC

* 是目前一套比较完整的微服务解决方案框架。
* 解决了一套问题，而不是某个问题。

## 定义

sc是基于sb基础上开发的微服务框架，包括服务治理、注册中心、配置管理、断路器、智能路由、微代理、控制总线、全局锁、分布式会话。

# Eureka

## 相关概念

### 注册中心

存放服务地址相关信息(接口地址)

### 服务注册

将服务信息注册到注册中心上。

### 服务发现

从注册中心上获取服务信息。

### 服务提供者

提供服务接口方。

### 服务消费者

调用别人接口进行使用。一个服务可以既是消费者又是提供者。

## SC支持的注册中心

Eureka、Consule、Zookeeper

## 服务注册原理

* 启动注册中心。
* 启动A服务。
* A服务将服务地址和端口以别名方式注册到注册中心(serviced: Aservice value: 127.0.0.1:8080)，一般会有多个一模一样的A服务，用于分担压力。所以在注册中心会显示一个serviceId对应多个ip。
* B消费者调用接口时，使用服务别名，即serviceId去注册中心获取rpc远程调用地址，对于SC微服务来说，B会将serivceId对应的所有ip和port缓存到jvm(每30s刷新一次)，使用本地负载均衡决定调用哪个微服务。
* 决定后使用HttpClient实现调用。

## 集群配置查看代码

## Eureka自我保护机制

为了防止EurekaClient与Server网络不通的情况下，Server误将Client剔除的情况。

默认情况下client会定时向server发送心跳包。如果server在一段时间内未收到client发送的心跳包，便会直接从服务注册列表中剔除该服务(默认90s)。但在短时间内丢失了大量的服务实例心跳，这时候server会开启自我保护机制，不去剔除该服务。

建议在本地开发时禁止自我保护。生产环境开启自我保护(注意本地保存的30s时间)。具体配置查看服务端：sc2-eureka-server的application.yml，客户端：eureka-client-member的application.yml。

但是如果client真的宕机了，则调用端应该有重试机制、保证接口网络延迟幂等性、服务降级功能。

## zookeeper代替Eureka作为注册中心

zookeeper节点类型是临时节点。

停止服务端，在zk服务器端有缓存，会过段时间节点才消失。

查看eureka-client-order调用eureka-client-member

## consul代替Eureka作为注册中心

在consul.exe的文件夹cmd，输入consul agent -dev -ui -node=cy。

默认界面：<http://localhost:8500/>。

consul服务与发现查看模块

## DiscoveryClient类的使用

获取注册中心上的一些信息。具体查看sc-zookeeper-client-order模块。

## 本地负载均衡与服务端负载均衡区别

本地负载均衡ribbon(A服务调用B服务)：A去注册中心查找所有B服务(根据服务名，可以使用DicoveryClient类)，缓存到A服务的本地jvm，使用取模方式，轮询本地远程调用B服务。适合在微服务rpc远程调用中，dubbo、sc等。

服务端负载均衡nginx：客户端将所有请求交给nginx，让nginx实现转发请求。适合于针对于服务器端的，如tomcat、jetty。

# 远程调用

## RestTemplate

参考spring-cloud-xyb：eureka-client-order：com.xyb.api.controller.OrderApiController。

## Feign

是一个声明式http客户端调用工具，采用接口+注解实现。查看eureka-client-order。feign默认开启本地负载均衡。

# SC整合Hystrix

## 服务雪崩效应

默认情况下tomcat只有一个线程池去处理请求，比如50个线程，在高并发情况下，如果客户端所有请求堆积到同一个服务接口上，tomcat所有线程回去处理，导致其它接口“无法被访问” (其实还是会被访问，不过在卡着)。

## 连环雪崩效应

A服务会调用B服务，当高并发时，A服务出现雪崩效应，导致B服务的某接口也无法访问，连环雪崩。

## Hystrix解决服务雪崩原理

### 断路器

### 服务降级

在高并发情况下，防止用户一直等待。在tomcat中没有线程进行处理客户端请求，不应该一直让用户一直在转圈等待。返回给用户一个友好提示，不会去处理请求，调用fallback本地方法，提高用户体验。

如果调用其它接口超时的时候(默认是1s)，如果1s内没有响应，默认情况下业务逻辑是可以执行的，但是直接执行服务降级方法。所以建议将hystrix的超时时间设置稍微大点，默认1s。

### 服务熔断

目的是为了保护服务，在高并发情况下，如果请求达到了一定的极限(可以自定义阈值)，如果流量超出了阈值，自动开启保护服务功能，使用服务降级方式返回友好提示。服务熔断和服务降级一起使用。

### 服务隔离机制

有线程池隔离和信号量隔离两种方式。

#### 线程池隔离原理

在tomcat中开启多个线程池，每个线程池处理一个访问接口，则即使一个接口被一直占用，不会影响其它接口。但是会使CPU占用率非常高。

# Spring Cloud Config分布式配置中心

## 什么是分布式配置中心

在微服务中使用同一个服务器管理所有服务配置文件信息，能够实现后台可管理，当服务器正在运行时，如果配置文件需要发生改变，可以不需要重启服务器实时更改配置文件信息。

## 为什么使用分布式配置中心

产生背景：在微服务如果使用传统的方式管理配置文件，配置文件管理起来非常复杂。

如果生产环境配置文件改变，需要重新打包，发布重启，将配置文件读取到jvm。

## 分布式配置中心框架

* 阿波罗：携程写分布式配置中心有图形界面可管理配置文件信息，配置文件信息存放数据库里面。
* SC-config：没有后台可管理分布式配置中心，配置文件放在版本控制器里面(git、svn等)。
* zookeeper：使用zk实现分布式配置中心，持久节点+事件通知。