**ADS 523**

**Time Series**

**COURSE SYLLABUS**
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**Time Series**

**Instructors:** Yıldırım Akbal

[yildirim.akbal@gmail.com](mailto:yildirim.akbal@gmail.com), yildirim.akbal@tedu.edu.tr
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**Textbook:** An Introduction to Analysis of Financial Data with R, [Ruey S. Tsay](https://www.wiley.com/en-us/search?pq=|relevance|author%3ARuey+S.+Tsay)

**References:**

1. For having fun, reviewing easy concepts and hands on experience: Introduction to Time Series Forecasting with Python (Jason Brownlee, The machine learning mastery guy)
2. For probability and statistics: Probability & Statistics for Engineers & Scientists 9th Edition [Walpole](https://www.amazon.com/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Ronald+Walpole&text=Ronald+Walpole&sort=relevancerank&search-alias=books) [e](https://www.amazon.com/s/ref=dp_byline_sr_book_4?ie=UTF8&field-author=Keying+Ye&text=Keying+Ye&sort=relevancerank&search-alias=books)t al.

**Prerequisite:** To be acquainted with simple probability concepts, in addition to some maturity in Python.

**Goals:** This course is designed to introduce the basics of time series.

**ATTENDANCE POLICY:** Attendance is not mandatory in this course, though attendance may be done by head counting.

**Grading Policy:**  HW’s will be assigned on a regular basis (each worth 10%). Except for a legitimate reason *NO late assignments will be accepted*. At the end of the semester students will have a face-to-face exam (remaining 40%). Your final letter grade will be determined by means of the following table:

|  |  |
| --- | --- |
| **AA** | **90 - 100** |
| **BA** | **85 – 89** |
| **BB** | **80 – 84** |
| **CB** | **75 – 79** |
| **CC** | **65 – 74** |
| **DC** | **60 – 64** |
| **DD** | **55 – 59** |
| **FF** | **50 - 54** |
| **FX** | **- 49** |

**Some Notes:**

1. **We will be dealing with not just Financial Data. We will be using real data sets and look for solutions for real problems (You will then be able to see if you can handle fancy things like prediction of Bitcoin prices on your own!)**
2. **Python will be the main language to be used. We will keep the lecture as independent as possible from the language. You can use R (even Fortran) in your own analyses as well, however assignments will be submitted in Python.**
3. **Main goal will be forecasting and describing the data under consideration.**
4. **Though hands-on experience with time series data will be an important goal of this course, understanding the concepts of time series will be another important goal of this course.**
5. **HW’s will be given on a regular basis and will be submitted through e-mail or moodle.**
6. **Programming exercises will be done in (goog co) labs or Jupyter, so you better install conda beforehand.**
7. **Lecture material (such as: Jupyter Notebooks, colab stuff) will be publicized on Github or on Moodle.**
8. **Time permits and depending on our pace, we will be talking about more recent topics.**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **COURSE CHART**   |  |  |  |  | | --- | --- | --- | --- | | **WEEK** |  | **Course Topics** |  | | 1 |  | Introduction to Python (Some basic packages and visualization techniques, and syntax) – Some Probability Concepts |  | | 2 |  | Review of Probability Concepts  A crash course on Python: statistical tools and important packages such as numpy, scipy, pandas and statsmodels, | HW1 | | 3 |  | Linear Models: Stationarity, Correlation and Autocorrelation Function, White Noise |  | | 4 |  | Simple Linear Models: AR(q), MA(q) |  | | 5 |  | Linear Models: MA(q) | HW2 | | 6 |  | Linear Models: ARMA |  | | 7 |  | Unit Root – Random Walks – Non-stationarity | HW3 | | 8 |  | ARIMA |  | | 9 |  | ARIMA – cont’d | HW4 | | 10 |  | Applications of classical ML methods to Time Series |  | | 11 |  | Volatility Models (ARCH - GARCH) | HW5 | | 12 |  | Anomality Analysis of Time Series |  | | 13 |  | Case Studies | HW6 | | 14 |  | Final Exam |  | |  |