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# 分类算法指标

## 混淆矩阵（Confusion Matrix）

True Positive（真正，TP）：将正类预测为正类数;

True Negative（真负，TN）：将负类预测为负类数;

False Positive（假正，FP）：将负类预测为正类数 (Type I error);

False Negative（假负，FN）：将正类预测为负类数 (Type II error)

|  |  |  |  |
| --- | --- | --- | --- |
| 混淆矩阵 | | 实际值 | |
| P | N |
| 预测值 | P | TP | FP |
| N | FN | TN |

## 准确率（Accuracy）

被分对的样本数除以所有的样本数
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## 错误率（Error Rate）
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## 精确率（Precision，查准率）

被预测为正例的正样本占所有预测为正例的比例。
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## 召回率（Recall，查全率）

被预测为正例的样本占实际为正例的比例。
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## F Score

P和R指标有时候会出现的矛盾的情况，这样就需要综合考虑他们，最常见的方法就是F-Measure（又称为F-Score）。
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## AUC（Area Under Curve of ROC）

ROC（Receiver Operating Characteristic，接收者操作特征曲线）曲线和AUC（Area Under Curve）常被用来评价一个二值分类器（binary classifier）的优劣。

ROC曲线横坐标是FPR（False Positive Rate），纵坐标是TPR（True Positive Rate）
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### 四个特殊点

（0, 1）表示![](data:image/x-wmf;base64,183GmgAAAAAAAKAEwAEBCQAAAABwWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAaADHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+wzxkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMHkAAwUAAAAUAmABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DPGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEZQ6gAAAwUAAAAUAmABegIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAwwAACgAYjJIA/v///7DPGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1QAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINGAAIAg1AAAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQCJcQWKAAAACgAfE2aJHxNmiXEFigBY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)且![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAECCQAAAAAzWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAeAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAdYDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+wzxkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAME4AAwUAAAAUAmABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DPGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEZO6gAAAwUAAAAUAmABsAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wA4gAACgCQgCgF/v///7DPGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD2gAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINGAAIAg04AAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQBwcQWKAAAACgD0EmZw9BJmcHEFigBY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，表示所有的样本都被正确分类；

（1, 0）表示![](data:image/x-wmf;base64,183GmgAAAAAAAKAEwAEBCQAAAABwWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAaADHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9I0BkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMJEAAwUAAAAUAmABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0jQGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFRO2AAAAwUAAAAUAmABegIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAigAACgCAyJUA/v///0jQGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINUAAIAg04AAgSGPQA9AgCIMAAAAKIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQBocQWKAAAACgAbEWZoGxFmaHEFigDw2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)且![](data:image/x-wmf;base64,183GmgAAAAAAAGAEwAECCQAAAACzWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAWoDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+wzxkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMAAAAwUAAAAUAmABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DPGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFRQ2AAAAwUAAAAUAmABRAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAZgAACgBgRSYF/v///7DPGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINUAAIAg1AAAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQDVcQWKAAAACgCRE2bVkRNm1XEFigBY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，表示所有的样本都被错误分类；

（0, 0）表示![](data:image/x-wmf;base64,183GmgAAAAAAAKAEwAEBCQAAAABwWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAaADHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+wzxkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMHkAAwUAAAAUAmABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DPGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEZQ6gAAAwUAAAAUAmABegIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAwwAACgAYjJIA/v///7DPGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1QAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINGAAIAg1AAAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQCJcQWKAAAACgAfE2aJHxNmiXEFigBY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)且![](data:image/x-wmf;base64,183GmgAAAAAAAGAEwAECCQAAAACzWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAWoDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+wzxkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMDUAAwUAAAAUAmABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DPGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFRQ2AAAAwUAAAAUAmABRAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAbwAACgDQTicF/v///7DPGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15AAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINUAAIAg1AAAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQCLcQWKAAAACgAKEmaLChJmi3EFigBY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，表示所有的样本都被预测为负样本；

（1, 1）表示![](data:image/x-wmf;base64,183GmgAAAAAAAKAEwAEBCQAAAABwWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAaADHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9I0BkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMJEAAwUAAAAUAmABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0jQGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFRO2AAAAwUAAAAUAmABegIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAigAACgCAyJUA/v///0jQGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINUAAIAg04AAgSGPQA9AgCIMAAAAKIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQBocQWKAAAACgAbEWZoGxFmaHEFigDw2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)且![](data:image/x-wmf;base64,183GmgAAAAAAAOAEwAECCQAAAAAzWwEACQAAA5IBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAeAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAdYDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+wzxkAviARdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAME4AAwUAAAAUAmABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7DPGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEZO6gAAAwUAAAAUAmABsAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wA4gAACgCQgCgF/v///7DPGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD2gAAOKAAAAJgYPAAkBQXBwc01GQ0MBAOIAAADiAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvRY9EL0FQ9BAPR19BUPIfHkIA9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0jyH0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINGAAIAg04AAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQBwcQWKAAAACgD0EmZw9BJmcHEFigBY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，表示所有的样本都被预测为正样本；

### ROC曲线的画法

ROC曲线是由一系列因区分阈值变化产生的点，用于描述二分类模型的判断能力。对于一个特定的数据集，一个二分分类器的输出结果是样本属于正样本的概率。一般而言，把预测概率大于0.5的样本判定为正样本，把预测概率小于0.5的样本判定为负样本。如果判定为正样本的阈值取不同的值，则会产生一系列的（FPR，TPR）点，用平滑的曲线连接起来，就成为ROC曲线。

按照每个测试样本预测属于正样本的概率值从大到小排序，再把每一个概率值作为阈值。当样本的预测概率值大于阈值时，判定为正样本，当样本的预测概率值小于阈值时，判定为负样本，计算出（FPR，TPR）点。

## KS Kolmogorov-Smirnov

# 回归算法指标

## 平均绝对误差（Mean Absolute Error）

## 均方误差（Mean Squared Error）

## 均方根误差（Root Mean Squared Error）

## 决定系数（Coefficient of determination）

# TensorFlow中的损失函数

## 分类问题

### tf.nn.sigmoid\_cross\_entropy\_with\_logits(labels=None, logits=None, name=None)

先计算sigmoid输出，再求交叉熵，适合二分类问题。

令x = logits，z = labels，

![](data:image/x-wmf;base64,183GmgAAAAAAAGAfAAIACQAAAABxQwEACQAAAyEDAAACAAQBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmAfCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gHwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAVYFHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9I0BkAviARdkAAAAAEAAAALQEAABMAAAAyCgAAAAAIAAAAKCgpKSgpKCh8BVABfgDUAQwDnANEBwADBQAAAAkCAAAAAgUAAAAUAmAB+gAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0jQGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFsAAAMFAAAACQIAAAACBQAAABQCYAGsHhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////SNAZAL4gEXZAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAXQAAAwUAAAAJAgAAAAIFAAAAFAJgAdQOHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9I0BkAviARdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAAxMagGAAMFAAAACQIAAAACBQAAABQCYAGwHRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////SNAZAL4gEXZAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAKSl+AAADBQAAAAkCAAAAAgUAAAAUAmABlgEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0jQGQC+IBF2QAAAAAQAAAAtAQEABAAAAPABAAArAAAAMgoAAAAAGAAAAHpsb2dzaWdtb2lkeHpsb2dzaWdtb2lkeLYBbADAAG4BlgBsAMAAFAHAAGwAhgFqBToCbADAADYDlgBsAMAAFAHAAGwAhgEAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAQwAACgDglDcF/v///0jQGQC+IBF2QAAAAAQAAAAtAQAABAAAAPABAQAQAAAAMgoAAAAABgAAAC0qKy0qLS4C+ApSAnwCLAQAAwQBAAAmBg8A/gFBcHBzTUZDQwEA1wEAANcBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABEFQXJpYWwAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBIYSIi0CAIJbAAIAg3oAAgSGFyIqAgCDbAACAINvAAIAg2cADwACAIIoAA8BAgCDcwACAINpAAIAg2cAAgCDbQACAINvAAIAg2kAAgCDZAAPAAIAgigADwECAIN4AA8AAgCCKQACAIIpAA8BAgSGKwArDwACAIIoAA8BAgCIMQACBIYSIi0CAIN6AA8AAgCCKQAPAQIEhhciKgIAg2wAAgCDbwACAINnAA8AAgCCKAAPAQIAiDEAAgSGEiItAgCDcwACAINpAAIAg2cAAgCDbQACAINvAAIAg2kAAgCDZAAPAAIAgigADwECAIN4AA8AAgCCKQACAIIpAAIAgl0AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQAacQWKAAAACgDCEGYawhBmGnEFigDw2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

为了防止溢出，实际计算公式为：
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### tf.nn.softmax\_cross\_entropy\_with\_logits(labels, logits, axis=-1, name=None)

计算logits和labels之间的softmax交叉熵，适合多分类问题。

labels的形状为[batch\_size, num\_classes]，且每一行都应该符合概率分布（即每一行的每个元素都应该在0和1之间，且每一行的和为1）

### tf.nn.sparse\_softmax\_cross\_entropy\_with\_logits(labels, logits, name=None)

计算logits和labels之间的稀疏softmax交叉熵。

softmax\_cross\_entropy\_with\_logits传入的labels为稀疏标签，如one-hot标签[[0,0,1], [0,1,0]]；

sparse\_softmax\_cross\_entropy\_with\_logits传入的labels为非稀疏标签，如三分类问题传入labels值为[2,1]，其中[2,1]中的2表示属于第3类，对应one-hot标签里的[0,0,1]，[2,1]中的1表示属于第2类，对应one-hot标签里的[0,1,0]。

### tf.nn.weighted\_cross\_entropy\_with\_logits(labels, logits, pos\_weight, name=None)

带权重的sigmoid交叉熵，适用于正、负样本数量差距过大的情形。通过增加一个权重的系数，来平衡正、负样本差距，可在一定程度上解决差距过大时训练结果严重偏向大样本的情况。

当pos\_weight > 1时，会减少FN计数，从而增加召回率。当pos\_weight < 1时，会减少FP计数并提高精度。

令x = logits, z = labels, q = pos\_weight
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为了防止溢出，实际计算公式为：
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## 回归问题

### tf.losses.mean\_squared\_error：均方根误差（MSE） —— 回归问题中最常用的损失函数

优点：便于梯度下降，误差大时下降快，误差小时下降慢，有利于函数收敛。

缺点：受明显偏离正常范围的离群样本的影响较大

### tf.losses.absolute\_difference：平均绝对误差（MAE） —— 想格外增强对离群样本的健壮性时使用

优点是其克服了 MSE 的缺点，受偏离正常范围的离群样本影响较小。

缺点是收敛速度比 MSE 慢，因为当误差大或小时其都保持同等速度下降，而且在某一点处还不可导，计算机求导比较困难。

### tf.losses.huber\_loss：Huber loss —— 集合 MSE 和 MAE 的优点，但是需要手动调超参数

核心思想是，检测真实值（y\_true）和预测值（y\_pred）之差的绝对值在超参数 δ 内时，使用 MSE 来计算 loss, 在 δ 外时使用类 MAE 计算 loss。sklearn 关于 huber 回归的文档中建议将 δ=1.35 以达到 95% 的有效性。

# logits

在深度学习中，logits是指最终的全连接层的输出。通常神经网络中都是先有logits，而后通过sigmoid函数或者softmax函数得到概率p。