**统计学习**

**（Statistical Learning）**

# 统计学习理论基础

机器学习不仅要从已有的数据中学习得到规律，从而较好地解释已知的实例，而且更重要的是对还无法观测到的未来数据做出正确的预测和判断[1]。
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## 统计学习三要素

统计学习方法由三要素构成：方法=模型+策略+算法

## 统计学习方法的分类

统计学习分为监督学习，非监督学习，半监督学习和强化学习
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## 损失函数

常见的损失函数有以下几种：

1. 0-1损失函数（模式识别问题）

![](data:image/x-wmf;base64,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)

1. 平方损失函数（函数逼近问题）

![](data:image/x-wmf;base64,183GmgAAAAAAAMARQAIACQAAAACRTQEACQAAAx0CAAACAMgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsARCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AEQAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AP8QHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYdwMsZmwEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABJAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAFCCVHeAAVh3AyxmbAQAAAAtAQEABAAAAPABAAAYAAAAMgoAAAAACwAAACgsKCwpKVsoLCldAGIBngFKAZIBfgDmAcYDSgGSAX4AAAMFAAAAFAKgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYdwMsZmwEAAAALQEAAAQAAADwAQEAFQAAADIKAAAAAAkAAABMeWZ4d3lmeHcBjAGMAWIBRAEOBFICYgFEAQADBQAAABQCoAFWCBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3AyEK5lg60wmo2BgAUIJUd4ABWHcDLGZsBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAPS2yAgADyAAAACYGDwCFAUFwcHNNRkNDAQBeAQAAXgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg0wAAgCCKAACAIN5AAIAgiwAAgCDZgACAIIoAAIAg3gAAgCCLAACAIN3AAIAgikAAgCCKQACBIY9AD0CAIJbAAIAg3kAAgSGEiItAgCDZgACAIIoAAIAg3gAAgCCLAACAIN3AAIAgikAAgCCXQADABwAAAsBAQEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGwDLGZsAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

1. 对数损失函数（概率密度估计问题）

![](data:image/x-wmf;base64,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)

式中：

![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYd0EvZmoEAAAALQEAAAkAAAAyCgAAAAABAAAAbnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINuAAAAEwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABBL2ZqAAAKADgAigEAAAAA/////9jiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)——为分类的个数；

![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQQBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGABQglR3gAFYdywyZnIEAAAALQEAAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAoABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAFCCVHeAAVh3LDJmcgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDeQADABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AciwyZnIAAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)——一个二值指标，表示类别![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYdx05ZgUEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAHgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAdOWYFAAAKADgAigEAAAAA/////9jiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是否是输入实例![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYd2csZvUEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN4AAAArwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABnLGb1AAAKADgAigEAAAAA/////9jiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的真实类别；

![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAe0AHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGABQglR3gAFYd8E5ZuUEAAAALQEAAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAFCCVHeAAVh3wTlm5QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFB5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUAADABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A5cE5ZuUAAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)——模型或分类器预测输入实例![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuADjZGABQglR3gAFYd4k5ZgUEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN4AAAArwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACJOWYFAAAKADgAigEAAAAA/////2jjGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)属于类别![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYdx05ZgUEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAHgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAdOWYFAAAKADgAigEAAAAA/////9jiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的概率；

对于二分类问题，上式变为：

![](data:image/x-wmf;base64,183GmgAAAAAAAIAiAAIACQAAAACRfgEACQAAA0QCAAACAP0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoAiCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AIgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgASQBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGABQglR3gAFYd8AXZi4EAAAALQEAADEAAAAyCgAAAAAcAAAAKCwofCkpW2xvZygofCkpKDEpbG9nKDEofCkpXWIBkgGkAVwBfgDEApIBZgDAAMAAjAGkAVwBfgDUAWAA0AKuAGYAwADAAGAA9AKkAVwBfgB+AAADBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAUIJUd4ABWHfAF2YuBAAAAC0BAQAEAAAA8AEAABsAAAAyCgAAAAANAAAATHlQeXh5UHl4eVB5eACMAVABpAGeAaQEYAOkAZ4BfAWsBaQBngEAAwUAAAAUAmABbggcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdxUiCp74ONMJqNgYAFCCVHeAAVh3wBdmLgQAAAAtAQAABAAAAPABAQAPAAAAMgoAAAAABQAAAD0tKy0tACwBAgpSAsQFAAP9AAAAJgYPAO8BQXBwc01GQ0MBAMgBAADIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDTAACAIIoAAIAg3kAAgCCLAACAINQAAIAgigAAgCDeQACAIJ8AAIAg3gAAgCCKQACAIIpAAIEhj0APQIEhhIiLQIAglsAAgCDeQACAoJsAAIAgm8AAgCCZwACAIIoAAIAg1AAAgCCKAACAIN5AAIAgnwAAgCDeAACAIIpAAIAgikAAgSGKwArAgCCKAACAIgxAAIEhhIiLQIAg3kAAgCCKQACAoJsAAIAgm8AAgCCZwACAIIoAAIAiDEAAgSGEiItAgCDUAACAIIoAAIAg3kAAgCCfAACAIN4AAIAgikAAgCCKQACAIJdAAAAsQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAC7AF2YuAAAKADgAigEAAAAAAQAAANjiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

经验风险最小化（Empirical Risk Minimization，ERM）：
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经验风险与期望风险之间的联系与区别：

经验风险是局部的，基于训练集所有样本点损失函数最小化的。

期望风险是全局的，是基于所有样本点的损失函数最小化的。

经验风险函数是现实的，可求的；

期望风险函数是理想化的，不可求的；

对于模式识别问题，采用0-1损失函数，经验风险最小化就是最小化训练数据集的错误率；

对于函数逼近问题，采用平方损失函数，经验风险最小化就是最小二乘法；

对于概率密度估计问题，采用对数损失函数，经验风险最小化等价于极大似然估计。

只考虑经验风险的话，会出现过拟合的现象，过拟合的极端情况便是模型![](data:image/x-wmf;base64,183GmgAAAAAAAOAEAAICCQAAAADzWAEACQAAA3EBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUgBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGABQglR3gAFYd3QtZsEEAAAALQEAAAwAAAAyCgAAAAADAAAAKCwpwkoBkgEAAwUAAAAUAmABggAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAFCCVHeAAVh3dC1mwQQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAGZ4d8NiAUQBAAOWAAAAJgYPACIBQXBwc01GQ0MBAPsAAAD7AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDZgACAIIoAAIAg3gAAgCCLAACAIN3AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDBdC1mwQAACgA4AIoBAAAAAAAAAAAM4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)对训练集中所有的样本点都有最好的预测能力，但是对于非训练集中的样本数据，模型的预测能力非常不好。

结构风险是对经验风险和期望风险的折中。在经验风险函数后面加一个正则化项（惩罚项）。
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当所求的模型是概率模型的条件概率分布，损失函数是对数损失函数时，经验风险最小化就等价于极大似然估计。

当所求的模型是概率模型的条件概率分布，损失函数是对数损失函数时，模型复杂度由模型的先验概率表示时，结构风险最小化就等价于最大后验概率。

传统的统计学方法是在数据集的数目足够大的前提下进行研究的

统计学习理论是研究在有限数据集的情况下基于数据的机器学习问题

过拟合现象是因为试图用一个十分复杂的模型取拟合有限的样本，导致丧失了推广能力。

1971年，V。 Vapnik And A。 Chervonenkis在论文“On The Uniform Convergence Of Relative Frequencies Of Events To Their Probabilities”中提出VC维的概念。

1974年，V。 Vapnik提出了结构风险最小化原则。

1993年，Corinna Cortes和Vapnik等人提出了支持向量机(Support Vector Machine)。

# 统计学习，机器学习和数据挖掘的区别与联系

这三个领域或学科交叉和重叠部分很多，统计学习，机器学习和数据挖掘的概念一直有或多或少的混淆，希望同样有我这样的困惑的朋友读完下面的文字能够清晰一些。

　　数据库提供**数据管理技术**，机器学习和统计学提供**数据分析技术**。由于统计学界往往醉心于理论的优美而忽视实际的效用，因此，统计学界提供的很多技术通常都要在机器学习界进一步研究，变成有效的机器学习算法之后才能再进入数据挖掘领域。从这个意义上说，**统计学主要是通过机器学习来对数据挖掘发挥影响，而机器学习和数据库则是数据挖掘的两大支撑技术**。从数据分析的角度来看，绝大多数数据挖掘技术都来自机器学习领域。但能否认为数据挖掘只不过就是机器学习的简单应用呢？答案是否定的。一个重要的区别是，传统的机器学习研究并不把海量数据作为处理对象，很多技术是为处理中小规模数据设计的，如果直接把这些技术用于海量数据，效果可能很差，甚至可能用不起来。因此，数据挖掘界必须对这些技术进行专门的、不简单的改造。例如，决策树是一种很好的机器学习技术，不仅有很强的泛化能力，而且学得结果具有一定的可理解性，很适合数据挖掘任务的需求。但传统的决策树算法需要把所有的数据都读到内存中，在面对海量数据时这显然是无法实现的。为了使决策树能够处理海量数据，数据挖掘界做了很多工作，例如通过引入高效的数据结构和数据调度策略等来改造决策树学习过程，而这其实正是在利用数据库界所擅长的数据管理技术。实际上，在传统机器学习算法的研究中，在很多问题上如果能找到多项式时间的算法可能就已经很好了，但在面对海量数据时，可能连算法都是难以接受的，这就给算法的设计带来了巨大的挑战。

　　总结：

　　1）统计学习：是其它两门技术的基础，更偏重于理论上的完善；

　　2）机器学习：是统计学习对实践技术的延伸，更偏重于解决小数据量的问题提供算法技术支撑；

　　3）数据挖掘：更偏重于大数据的实际问题，更注重实际问题的解决，包括真实数据的数据清洗，建模，预测，等操作。

不管是传统的统计分析，还是现在火热的机器学习和深度学习，无数的数据分析员、数据工程师和数据科学家们其实都在追求一个终极梦想：找到或者能够无限接近一个“上帝函数” - 一个能够完美利用数据解决现实各种问题的模型或者方法。

这样的上帝函数有什么特点呢？我们说学习的目的无外乎两点：理解和预测，所以我们期盼它能拥有两个能力或者说两个必要条件：解释因果和预测未来。我需要知道问题的本质是什么，形成我们看到的结果的推动力究竟是什么（我是谁？我从哪里来？），这是因果分析；未来事物的发展会怎么样，是否按照某一个模式（我要到哪里去？)，这是预测分析。回到我们人类现在所处的阶段，对求解上帝函数的渴望，使得我们依靠计算硬件的发展和数学理论的支持，能越来越从其中一个方面逼近完美模型。

谈到统计推断（或者跟随机器学习的概念，叫统计学习），绕不开Hastie，Tibshirani和Friedman编写的《The Elements of Statistical Learning》。三位教授强大的统计+机器学习背景使得统计学家、计算机科学家和算法工程师们能够更好地从对方的角度理解Statistics和Machine learning的互相依托的关系。比如说，逻辑回归模型。在多元统计分析中，逻辑回归可以划做广义线性模型（GLM)的一种类型；在机器学习里面，它被当作是一类线性分类器。再比如主成分分析。同样是在回归分析中，主成分分析被看作是降维的一种方法；而在机器学习里面，它被看作是一种变量选择工具。机器学习和统计分析在大肆宣传的“大数据”时代来临之前，存在这么一种互相借鉴，互相学习的过程。交叉验证（cross-validation)这么一种带有浓厚算法工程味道的技术，在统计方法（主要是点估计）的研究中也被广泛使用并且效果不错。

统计学习依托背后的数学理论，在远早于机器学习大爆发的这十年，率先从解释因果的能力的角度，努力寻找上帝函数。在我看来，统计学习里最重要的两个部分就是回归分析和假设检验。其他的方法或者技术在统计学习这个大框架下，最终也是为了这两者服务的。回归分析提供了解释因果的武器，假设检验则给这项武器装上了弹药。单纯的线性回归用最小二乘法求解逼近事实的真相，再使用显著性检验，检测变量的显著性、模型的显著性、模型的拟合精度。当然是否属于线性，也可以使用假设检验的方法检测。非线性回归的问题，使用极大似然估计或者偏最小二乘回归求解模型，后续的显著性检验仍然是一样的思路。显著性检验有它的局限性，这本身是由统计学习的一些限定假设引起的，在没有更强大的解释因果的方法框架出现前，它依然是解释因果的第一选择。虽然显得粗糙，但是，能用。

我们从逻辑回归模型的角度来理解统计学习。从统计的方法论来看，逻辑回归脱胎于目标变量属于binary分布的非线性模型。所有的回归问题可以归结为确定稳定统计量（比如目标变量的期望或者中位值）和解释变量的函数关系。这种函数关系在目标变量服从指数分布族时，可以推导出它的结构，我们只需再求解结构中的未知参数即可。这种结构被称之为sigmoid函数，在信息学里面经常能用到。那么之所以从统计的角度逻辑回归可以得到严谨的数学解释和推断，全依赖于服从分布这个强假设。在这个假设下发展出的一整套理论，提供了现在这个通过数据学习世界的初级阶段，最优的解释因果框架。

我们再从逻辑回归出发来看看机器学习。机器学习，连带属于它的深度学习或强化学习，天生是为了解决大数据下的预测能力而提出并且发展的。目前最火热的图像识别、语音识别，包括金融领域里的借贷风险识别，为机器学习的发展提供了极其丰富的土壤- 极其大的数据量和极其多的（且极其稀疏的）数据特征。而众所周知的是，传统的回归分析在处理这种场景下的问题，收敛速度和预测精度都无法达到满意的程度。求解回归模型并非线性问题，在模型训练阶段只能在算法迭代过程中使用分布式系统提高运算速度，算法速度的提高受到限制。高维数据中经常碰到的稀疏问题，在回归模型中需要大量的预处理，也很难保证算法最后的收敛和估计精度。另一方面，逻辑回归可以看作是神经网络算法的一个特例- 删去隐含层，输入层和输出层直接用sigmoid函数连接。而加入了隐含层，通过参数调优，在原本逻辑回归的框架下，能够大大提高处理大样本，高稀疏的数据分类问题。虽然对于我们来说，隐含层输出的特征依然类似于上帝的选择- 机器根据训练过程中已有的输入和输出信息，得到了比人工选择更加优秀的数据特征，在最终的模型预测能力上大大胜过了原有的特征选择。

那么同样是逻辑回归模型，统计学习和机器学习的优势和劣势在哪里？在统计推断理论中，有这么一种妥协- bias - variance tradeoff，指的是我们在寻找一个统计估计量来接近真实值时，考虑到所拥有数据的健康程度，在估计精度和估计可信度之间需要做出平衡。打个比方，要得到偏离度很小的估计量必然会牺牲一部分可信度。而如果看重可信度，希望可信度的区间尽可能小，那么我们得到的估计量可能会和真实值有较大偏差。

这也是我们在逼近上帝函数的过程中遇到的问题。统计推断重解释，机器学习重预测。在小样本下，逻辑回归作为基础的线性分类器预测效果通常不比神经网络和其他ensembled算法差，且解释能力更强。当数据量越大，神经网络的预测能力就越强大，类似回归的统计推断方法越力不从心。在样本量不大的情况下，我们往往会比较重视模型的解释能力，因为数据量有限，特征之间是否有共线性不难发现，特征选择也只是在较少的维度下进行，模型的预测能力在我们的可控范围内不难做到最好。而在样本量大到超过我们的可控范围的情况下，预测能力是我们更看重的。因为这时，特征选择和特征间的相关性检测超过了我们的能力并且会极大伤害到我们的运算速度，牺牲特征的相关性检测，间接地等于放弃了模型的解释能力。从这个角度来讲，现在这个阶段，我们并没有一个很好的同时满足上帝函数两个必要条件的并且逼近上帝函数的统计或机器学习模型。

在统计推断发展的起步阶段，限制于数据采集能力和数据计算能力，往往是在解决小数据的问题。怎么在有限的资源里挖掘出更多的信息，怎么得到更精确的估计。精确性的要求远远大于对算法的速度和扩展性要求。机器学习一开始从工程的角度出发，首要解决的问题就是效率。这很契合大数据应用的初衷- 希望降低成本，优化配置，提高效率。那么随之而来的就是机器学习的模型必须在极大数据量的情况下尽可能得快，有极强的扩展性和可控性，在分布式系统出来之后，更要求易于部署。而精确性不再是最先需要解决的- 极其大的数据量导致机器学习的模型对结果的容忍度很高。银行的ToB贷款业务由于贷款金额巨大，且有严格的还贷能力要求，数学模型分析只能作为辅助，风险控制部分需要严格的公司财务分析和行业分析。而ToC的p2p贷款和消费金融这些本身在传统银行借贷体系里的长尾业务，由于自身交易量大，而单笔交易金额相对较低的特点，在保证一定预测精确度的前提下，可以充分利用机器学习模型进行风控，大幅度地提高贷前审查，批准贷款，还款这个业务闭环的效率。

相比较统计回归模型，机器学习最大的优势在于模型的可控性和延展性。怎么理解？boosting或者ensembled算法本身可以将逻辑回归当作它其中的一个弱分类器来使用。理论上，我们可以训练无数个分类器，直到全部收敛再归纳结果。同时，对于损失函数的选择，机器学习模型比统计回归模型由更大的自由度。比如分类决策树类型的模型，我可以选择GINIindex，也能用entropy来定义信息损失，由此可以建立不同的决策树算法。在具体算法参数迭代的过程中，机器学习专家为了提高运算速度，会对特征进行压缩，或者按照bagging用特征抽样的方法，降低特征维度。传统的回归模型在处理高维数据时，可以添加正则项压缩，而经典的通过显著性检验删减变量的方法其实无法大规模地使用。从模型的可控性来讲，对于回归模型来说，当模型的拟合程度不够，我们可以通过添加特征和特征转换的方法增加模型在训练集上的精确度，但代价是因模型的自由度（可以自由赋值的特征数量）增加过快导致的过拟合问题。对于机器学习模型比如说随机森林，当训练的结果不够好时，我们则是通过添加树的方法训练更多的树来降低训练的估计误差。这种方法每次的应用对模型的影响是相对弱的，但累积效应仍然能达到提高精确度的要求。而同时模型的自由度不会提升得很快，我们能有效控制模型的规模，防止过拟合的发生。另外由于现实数据或多或少存在很多噪音，传统的回归模型抗噪能力不强，需要大量的数据清洗工作才能保证模型的预测能力。而决策树模型和神经网络模型，从模型的设计角度来看更容易处理缺失值。