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| 开题论文题目 | 结合知识图谱的检索增强生成算法研究与应用 |
| 研究背景 | 低空经济依托低空空域，以有人驾驶和无人驾驶航空器的低空飞行活动为牵引，广泛涵盖物流配送、精准农业、空中交通、城市管理、低空旅游等种应用场景，是影响并带动相关领域融合发展的综合性经济形态[1]。低空经济不仅拓宽了传统航空业的边界，也为社会经济注入了新的活力与创新动力，其蓬勃发展的背后，是政策法规体系的日益完善。国家层面的政策扶持，如《通用航空装备创新应用实施方案（2024—2030年）》的出台，为行业的规范化、法制化发展奠定了坚实基础。除了中央层面在大力部署，各省市也在加速布局低空经济。据不完全统计，截至2024年9月，全国已有27个省、自治区、直辖市将低空经济写进了政府工作报告，发布了合计174份低空经济相关政策文件。  现有的低空经济语料多为非结构化文本，各地区发布的低空经济政策文件在结构和内容上相似，术语高度统一。这些语料篇幅较长、专业性强，理解和应用较为困难。此外，语料分布零散，缺乏统一管理，增加了信息获取和利用的难度。在此背景下，基于大规模预训练语言模型（Large Language Model, 大模型）技术，展现出了在低空经济领域的广泛应用潜力。大模型通过对海量数据和大量参数的训练，能够高效完成自然语言生成任务，并且在开放域自然语言理解方面具有较强的能力[2]。因此，它在智能问答等领域得到了广泛应用[3-5]。然而，由于缺乏针对特定领域的训练，大模型在生成特定领域内容时可能缺乏准确性，甚至会产生所谓的“幻觉事实”。  为了解决这一问题，检索增强生成（Retrieval Augmented Generation, RAG）[22]技术引入了外部知识库，模型可以通过先检索相关知识后再生成回答，从而提升生成结果的准确性。传统RAG方法通常使用向量库存储知识，但这种方式缺乏知识的结构化信息。相比之下，知识图谱通过挖掘、分析和展示知识及其相互关系，能够更加智能地组织和表示知识。结合知识图谱的智能问答系统，通过挖掘实体间的直接关联，可以推理出潜在关系，不再是简单的文档排序，而是通过语义分析反馈更接近用户需求的答案[6]。在航天领域，基于知识图谱的飞机电源系统故障诊断技术，已经实现了对领域内实体和关系数据的全面整合，为故障知识搜索、问答和推理提供了丰富的知识基础[7]。目前，国内外学者在知识图谱问答领域已经取得了许多先进性研究成果[6-8]，但在低空经济领域的专项研究尚显不足，难以满足该领域对深度、精准信息的需求。 |
| 研  究  目  标  与  意义 | 研究目标：  本研究提出了一种结合知识图谱的检索增强生成算法，通过融合大模型与知识图谱技术，优化传统基于向量库的检索增强生成算法。构建一个面向低空经济领域的语料分析系统（Low Altitude Economy-GPT, LAE-GPT），通过结合大模型的强大自然语言处理能力与知识图谱的结构化知识表示能力，该系统能够实现低空经济领域信息的深度挖掘与精准分析，为行业用户提供专业、准确的信息服务与支持，推动低空经济领域的智能化发展。  研究意义：  1.优化传统检索增强生成技术：  提出了三级检索机制，包括细粒度检索、粗粒度检索和网络搜索，以充分利用知识图谱的结构化优势，避免上下文冗长和信息冗余的问题。这种基于知识图谱的检索增强生成方法显著优化了传统RAG技术的性能，特别是在面向复杂的垂直领域时，能够更好地处理多维度和多层次的知识结构。通过提高检索的精准性和效率，该系统有助于用户快速获取所需信息，减少信息检索的时间和成本。  2.为低空经济领域提供信息服务与决策支持：  通过结合大模型的强大自然语言处理能力与知识图谱的结构化知识表示能力，LAE-GPT系统能够实现低空经济领域信息的深度挖掘与精准分析，为行业用户提供专业、准确的信息服务与支持。此外，LAE-GPT系统能够生成详尽专业的低空经济分析报告，深入剖析低空经济的行业发展、政策支持、产业链布局及其面临的挑战等方面。该报告附上了参考的真实信息来源，实现了知识溯源功能，确保了报告的权威性和可信度。通过为学术界、政策制定者及产业从业者提供有力的参考依据，该系统能够更好地为他们在决策和研究过程中提供帮助，促进低空经济领域的可持续发展。 |
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| 研究内容 | 1. 结合大模型的知识图谱构建方法  本研究首先致力于利用各种语料数据构建知识图谱，并进行有效的索引。这一过程包括从各种来源（如政策文件、行业报告、学术论文等）收集语料数据并进行预处理，然后通过文本切分、节点和关系提取等步骤，构建出包含实体、关系和属性的知识图谱。为了确保图谱的准确性和完整性，研究还采用了多次实体提取和子图合并策略，以整合不同数据块中的相关信息，并最终生成一个全局的知识图谱。此外，研究还为每个实体节点和关系边生成了文本键值对，以实现高效的检索。  2. 三层检索机制  在构建了知识图谱之后，本研究设计并实施了三层检索机制，以支持对用户查询的精准响应。这三层检索机制包括：细粒度检索，专注于检索具体的实体或关系；粗粒度检索，涉及更广泛的子图或全局图，以提供全面的相关信息；以及网络搜索，用于补充知识图谱中缺失的信息。通过这三种检索机制的组合使用，研究确保了检索到的内容与用户查询高度相关，同时充分利用了知识图谱的结构化优势，避免了上下文冗长和信息冗余的问题。  3.构建LAE-GPT系统  最后，本研究构建了一个面向低空经济领域的语料分析系统（LAE-GPT）。该系统能够实现低空经济语料自动化收集、智能问答和报告生成的功能。LAE-GPT通过网络爬虫的方式自动化收集低空经济语料并进行预处理，构建一个能够实现动态更新的低空经济知识图谱。之后，系统利用三层检索机制，在知识图谱和网络搜索中获取相关信息生成回答。通过在大模型中引入领域知识，LAE-GPT能够更准确专业地回答低空经济相关的问题。此外，LAE-GPT能够根据查询在知识图谱中检索相关信息，生成可视化低空经济分析报告，为政策分析、决策支持与研究工作提供了有力的技术支撑。 |
| 研究方案 | 1. 结合大模型的知识图谱构建方法  1.1 文本切分  将较长的文本分割成更小、更易于处理或分析的单元，以改善文本处理和信息检索的效率。考虑到大模型的上下文窗口限制，将文本划分为最大长度的块，并设置一定的重叠，以保留上下文信息。  1.2 提取节点和关系  使用大模型提示工程，从源文本块中提取包含详细属性的节点列表（涵盖实体、类型及属性）与关系列表（包括实体\_1、关系、实体\_2及属性）。通过精心设计提示词和优化提示词模板，提高知识抽取的准确性和效率。之后，用大模型为每个实体节点和关系边生成文本键值对，每个索引键是一个词或简短的短语，用于实现高效的检索；对应的值是一个段落文本，总结了从类型、关系、属性中提取的相关信息，帮助后续文本生成。为了同时平衡效率和质量的要求，让大模型进行多次实体的提取，以防止之前的过程可能遗漏任何额外实体。让大模型评估是否已提取所有实体，如果大模型回应遗漏了实体，则通过继续提示“上次提取中遗漏了实体”来使大模型继续搜集这些遗漏的实体。  1.3 生成全局图形  合并不同数据块中的子图，通过整合具有相同名称与类型但属性略有差异的实体的属性信息，实现去重与合并。在合并过程中平衡有效性和信息丢失的可能性，限制合并的迭代次数以确保图形的整体准确性和避免过多的信息冗余。逐步去除重复项，最终生成一个统一的全局图形。  2. 三层检索机制  为了响应用户查询，研究者们设计了三种不同的检索策略，提出了三级检索机制，包括局部检索、全局检索和网络搜索。  细粒度检索：侧重于检索具体的实体或关系。当大模型判断查询为一个细粒度查询时，会提取查询关键字，在知识图谱中检索特定关系和节点的详细信息。  粗粒度检索：涉及更广泛的子图或全局图。当大模型判断查询为一个粗粒度查询时，会先根据查询检索到相关的子图，然后进一步搜集与这些子图中的实体及其链接的Top-K相关实体的所有信息。这种方式能够全面覆盖知识图谱中的所有相关知识，并为后续的生成过程提供充足的上下文支持。  网络搜索：当知识图谱本身缺乏回答查询所需要的信息时，会采用大规模网络检索机制来补充缺失的信息。这种方法不仅解决了知识缺乏的问题，还保证了信息的实时性和最新性。  通过上面三种检索机制，研究者们确保了检索到的内容与查询高度相关，还能充分利用知识图谱的结构化优势，避免上下文冗长和信息冗余的问题。  3. 实验评估  3.1 数据集  为了对我们的方法进行全面分析，我们采用了一个航空领域数据集和三个多跳数据集进行评估。航空领域数据集我们采用了航旅纵横的航旅杯比赛数据集，数据主要来源于航旅纵横内部问答社区的样本，原始数据包含问题以及可回答该问题的文本，其中的评测答案均为人工标注结果。多跳数据集分别是HotPotQA、2WikiMultiHopQA和MuSiQue。这些数据集通常需要 2-4 个跃点的推理来回答问题，其中的每个问题分别与10、10和20个文档相关联，这些文档都取自维基百科。  3.2 基线模型  Naïve RAG：现有RAG系统中的标准基线。它将原始文本分割成块，并使用文本嵌入将它们存储在向量数据库中。对于查询，基础RAG生成向量化表示，直接根据表示中的最高相似度检索文本块，确保了高效且直接的匹配。  RQ-RAG：这种方法利用大模型将输入查询分解为多个子查询。这些子查询旨在通过使用重写、分解和消歧等显式技术来提高搜索准确性。  HyDE：这种方法利用大模型根据输入查询生成一个假设文档。然后使用这个生成的文档来检索相关的文本块，这些文本块随后被用来形成最终答案。4. 融合大模型与知识图谱技术构建LAE-GPT系统  3.3 评估指标  精确匹配（EM）是一种评估问答系统性能的指标，它用来衡量模型预测的答案与真实答案（ground truth answers）完全一致的比例。如果模型的输出与真实答案完全相同，则EM得分为1；如果不相同，则EM得分为0。这种评估方式非常严格，因为它要求预测答案与标准答案在字符级别上完全匹配。例如，在SQuAD数据集中，EM就是主要的评估指标之一。  F1分数是精确率（Precision）和召回率（Recall）的调和平均值，它综合考虑了这两个指标。精确率是指模型预测为正样本中真正为正样本的比例，而召回率是指模型能够正确预测为正样本的比例。  4. 系统实现  基于前面的方法，研究者们构建了融合大模型和知识图谱的低空经济语料分析系统（LAE-GPT）。该系统旨在收集低空经济语料，促进用户的深入理解和低空经济产业发展。LAE-GPT系统可以实现以下几个功能：  低空经济语料自动化收集：系统通过API的方式自动化采集低空经济语料数据并进行数据清洗、数据处理以及数据存储，以确保低空经济语料库的充足与准确性、实时性。新增的低空经济文本可以在原有的知识图谱上无缝集成。在知识库更新方面，为了能高效适应数据的动态变化，能够逐步更新低空经济知识库，而无需完全重新处理整个外部数据库。这种知识库更新方法有两个优势：一是实现新数据的无缝集成。二是减少计算开销，提升了整体效率。  低空经济智能问答：基于构建的低空经济知识图谱，利用三层检索机制，实现低空经济领域的精准、专业问答。  生成低空经济分析报告：生成详尽专业的低空经济分析报告，并附上了参考的真实信息来源，实现了知识溯源功能，确保了报告的权威性和可信度。 |
| 预期成果 | 1. 通过实验验证大模型融合知识图谱的检索增强生成方法在航空领域数据集和多跳数据集的准确性。  2. 构建低空经济语料分析系统（LAE-GPT），验证其在低空经济领域问答任务的专业性与准确性。  3.生成一份低空经济分析报告。 |
| 研  究  计  划 | 24.06.01——24.08.01 调研大模型、检索增强生成和知识图谱构建方法的文献24.08.01—24.08.01—24.11.01 设计结合大模型的知识图谱方法和三层检索机制  24.11.01-25.2.28 开展结合结合知识图谱的检索增强生成算法在公共数据集上的表现评测  25.2.28-25.09.30实现低空经济语料的自动化收集与管理；构建低空经济知识图谱。  25.09.30——26.3.01 构建低空经济语料分析系统LAE-GPT，完成智能问答和报告生成任务。 |
| 可能存在的问题 | 1. 算法还比较简单，需要进一步完善。  2. 需要加上消融实验。  3.评估指标可能需要增加，以更全面地进行分析评价。 |