EM

问题与答案

1. **EM的核心思想是什么？如何理解？**

是一种迭代算法，含有隐变量的概率模型参数的极大似然估计或极大后验概率估计。（样本产生和隐变量有关，极大似然求导无法求解，此时用EM）

E步：利用当前估计的参数值，求出在该参数下隐含变量的条件概率值（已知thita,推断隐变量Z）；

M步：结合E步求出的隐含变量条件概率，求出似然函数下界函数的最大值（已知Z，极大似然估计thita）

1. **用 EM 算法推导解释 Kmeans。**

k-means运行之前需归一化处理，不然可能会因为样本在某些维度上过大导致距离计算失效。

k-means中每个样本所属的类可以看做隐变量。在E步中，固定每个类的中心，对于每个点![x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAKCAYAAABv7tTEAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwUlEQVQoFYWRARHCMAxFkyngkFAJAwnDwQ4JIAENSMACIAEJMAdoKe93LSuwO3L395OfZMkyjzGazN375Jht4BNYgxW4UHODJ8tNvTj7alChio6gLbnCpTC8BbMHhV2Ja0bXC4NLrI01kaLX2rff1AINHfFQNOJQ/JobEi3Q7rI9uCdvfLQiNYMd0HqmSUuwQNCUA0iXVBFrXhVjmnjObOkQ+q5/oEHbpCv/HILErDH5SUL/LXwcYrZ6EvWDt2w0vABPvnmjIOpWUwAAAABJRU5ErkJggg==)找当前最近的聚类中心![\mu_{y_i}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAMCAYAAABiDJ37AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABEElEQVQoFY2SAQ3CQAxFN4KABQmTQJAADgYSJgE0IAELgINZABwwCYCD8f5xPzmWwNak+f29ttdrL+u6LpMiBXo3j749vjr1DdkTVYqyBFuTiBV46fn+0rTgisjG0Xmeq+OSjm72jUI/geAnOk+4umvMx6LnV5JMzmeeQuSEhvmBRXr2z3bBmqSnA1VAHJ2jVbxAlyruELliTs4xeoZrDlvmVqNazgLdobItKnhEhZKvJZK3Dd54m944+CxiNFeP4YC9dGdGfOGmr//nwz4SqyLavPKuET2KcNGUA81JgWNE36rieYp9JAmyZ4H3u/jFCdYSvCDNK9ixS/2IMDIvBT4o6qDU4sAXhc5JhjrciL8B1exJCJFQOv4AAAAASUVORK5CYII=)；在M步，重新更新每个类的中心点，该步骤可以通过对目标函数求导实现，最终可得新的类中心就是类中样本的均值。

数学证明：

[**https://www.zhihu.com/question/49972233?sort=created**](https://www.zhihu.com/question/49972233?sort=created)

1. **采用 EM 算法求解的模型有哪些，为什么不用牛顿法或梯度下降法？**

一般有混合高斯、协同过滤、k-means。**牛顿法或梯度下降法**等优化方法的求和项数会随着隐变量的数目指数上升，会给梯度计算带来麻烦。

EM优缺点：

优点：简单性和普适性，是一种非梯度优化方法（解决梯度下降等优化方法的缺陷：见上）

缺点：对初值敏感,不同初值可能得到不同参数估计值；算法一定收敛，但可能局部最优。

[**http://blog.csdn.net/qq\_34896915/article/details/75040578**](http://blog.csdn.net/qq_34896915/article/details/75040578)
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<http://www.cnblogs.com/zuochongyan/p/5407053.html>

参数估计方法：

极大似然（参数确定值）、贝叶斯估计（参数是变量，有先验）、极大后验概率估计（参数固定值，具有先验）、EM(含有隐变量)、梯度下降