**תרגיל 1: טבלאות גיבוב**

# Dictionaries and Hash Tables

|  |  |  |
| --- | --- | --- |
| Hash Function | | A hash function ***h*** maps keys of a given type into integers in a fixed  interval [0,m-1] |
| Uniform Hash | | , where m is the size of the hash table. |
| Hash Table | | A hash table for a given key type consists of:   * Hash function ***h: keys-set →[0,m-1]*** * Array (called table) of size ***m*** |
| Direct Addressing | | K is a set whose elements' keys are in the range [0,,m-1]. Use a table of size m and store each element x in index x.key.  Disadvantage: when |K| << m → waste of space |
| Chaining | | h(k) = k mod m (This is an example of a common hash function) If h(k) is occupied, add the new element in the head of the chain at index h(k) |
| Open Addressing | | **Linear Probing:** h(k,i) = (h'(k) + i)mod m    0≤ i ≤ m-1 h'(k) - common hash function First try h(k,0) = h'(k) , if it is occupied, try h(k,1) etc. ... Advantage: simplicity  Disadvantage: clusters, uses **Θ(m) permutations** of index addressing sequences   **Double Hashing:** h(k,i) = (h1(k) + i·h2(k))mod m    0≤ i ≤ m-1 h1 – hash function  h2 – step function  First try h(k,0) = h1(k), if it is occupied, try h(k,1) etc. ... Advantage: less clusters , uses **Θ(m\*m) permutations of index addressing sequences** |
| Load Factor **α** | | **,** where n is the number of elements (keys) in the table. |
| Average Search Time | | **Open Addressing** unsuccessful search: 1/(1-α) successful search: (1/α)ln( 1/(1-α))  **Chaining** unsuccessful search: 1 + α successful search: 1 + α/2 |
| Dictionary ADT | The dictionary ADT models a searchable collection of ***key-element*** items, and supports the following operations:   * Insert * Delete * Search | | |

### Remarks:

### The efficiency of hashing is examined in the average case, not the worst case.

### Load factor defined above is the average number of elements that are hashed to the same value.

### Let us consider chaining:

### 3.1 The load factor is the average number of elements that are stored in a single linked list.

### 3.2 If we examine the worst-case, then all n keys are hashed to the same cell and form a linked list of length n. Thus, running time of searching of an element in the worst case is (Θ(n)+ the time of computing the hash function).

### So, it is clear that we are not using hash tables due to their worst case performance, and when analyzing running time of hashing operations we refer to the average case.

### Question 1

### Given a hash table with m=11 entries and the following hash function h1 and step function h2: h1(key) = key mod m h2(key) = {key mod (m-1)} + 1

Insert the keys {22, 1, 13, 11, 24, 33, 18, 42, 31} in the given order (from left to right) to  
the hash table using each of the following hash methods:

1. Chaining with h1  h(k) = h1(k)
2. Linear-Probing with h1  h(k,i) = (h1(k)+i) mod m
3. Double-Hashing with h1 as the hash function and h2 as the step function   
    h(k,i) = (h1(k) + ih2(k)) mod m

#### Solution:

|  |  |  |  |
| --- | --- | --- | --- |
|  | Chaining | Linear Probing | Double Hashing |
| 0 | 33 → 11→ 22 | 22 | 22 |
| 1 | 1 | 1 | 1 |
| 2 | 24 → 13 | 13 | 13 |
| 3 |  | 11 |  |
| 4 |  | 24 | 11 |
| 5 |  | 33 | 18 |
| 6 |  |  | 31 |
| 7 | 18 | 18 | 24 |
| 8 |  |  | 33 |
| 9 | 31→ 42 | 42 | 42 |
| 10 |  | 31 |  |

### Question 2

a. For the previous h1 and h2, is it OK to use h2 as a hash function and h1 as a step function?

b. Why is it important that the result of the step function and the table size will not have a common divisor? That is, if hstep is the step function, why is it important to enforce GCD(hstep(k),m) = 1 for every k?

#### Solution:

#### a. No, since h1 can return 0 and h2 skips the entry 0. For example, key 11🡪 h1(11) = 0 , and all the steps are of length 0, h(11,i) = h2(11) + i\*h1(11) = h2(11) = 2. The sequence of index addressing for key 11 consists of only one index, 2.

b. Suppose GCD(hstep(k),m) = d >1 for some k. The search after k would only address 1/d of the hash table, **as the steps will always get us to the same cells. If those cells are occupied we may not find an available slot even if the hast table if not full.**

Example: m = 48, hstep(k) = 24 ,GCD(48,24) = 24 🡺 only ![](data:image/x-wmf;base64,183GmgAAAAAAAIAE4AMBCQAAAABwWQEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABAAAlwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALnARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XeHCmaiBAAAAC0BAQAIAAAAMgpgAnwDAQAAADJ5CAAAADIKiwNaAAIAAAAyNAgAAAAyCm8BXQACAAAANDgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAIUOCkpA8RIAuKTzd8Gk83cgMPV3hwpmogQAAAAtAQIABAAAAPABAQAIAAAAMgpgAk8CAQAAAD04CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAsQECAiJTeXN0ZW0AoocKZqIAAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)cells of the table would be addressed.

There are two guidelines on choosing m and step function so that GCD(hstep(k),m)=1:

1. The size of the table m is a prime number, and hstep(k) < m for every k. (An example for this is illustrated in Question1 ).
2. The size of the table m is 2x, and the step function returns only odd values.

### Question 3

Suggest how to implement Delete(k) function for a hash table, when using open addressing.

#### Solution: Each table entry will contain a special mark to indicate if it was deleted. While searching for a key, if we encounter an entry which is marked as deleted, we continue to search. Note that when using this solution, the search time of an element is not dependent on the load-factor.

|  |
| --- |
| Delete (k)  HT[find(k)]="deleted"  Insert(k)  j:= ∞  for (i:=0; i<n; i++)  if (HT[h(k,i)]= "empty" || HT[h(k,i)]="delete")  j:=i;  break;  if j = ∞  print “hash table overflow”  else  HT[h(k,j)]:=k  Find(k)  j:= ∞  for (i:=0; i<n; i++)  if (HT[h(k,i)]== k)  return i;  if (HT[h(k,i)]="empty")  return -1;  if j = ∞  return -1; |

### \*\*Question 4

Consider two sets of integers, S = {s1, s2, ..., sm} and T = {t1, t2, ..., tn}, m ≤ n.  
a. Device an algorithm that uses a hash table of size m to test whether S is a subset of T.   
b. What is the average running time of your algorithm?

#### Solution: The naive solution is

|  |
| --- |
| Subset(T,S,n,m)  T:=sort(T)  for each sj ∈ S  found := BinarySearch(T, sj)  if (!found)  return "S is not a subset of T"  return "S is a subset of T" |

Time Complexity: O(nlogn+mlogn)=O(nlogn)

The solution that uses a hash table with chaining of size m:

|  |
| --- |
| SubsetWithHashTable(T,S,n,m)  for each ti ∈T  insert(HT, ti)  for each sj ∈ S  found = search(HT, sj)  if (!found)  return "S is not a subset of T"  return "S is a subset of T" |

Time Complexity Analysis:

* Inserting all elements ti to HT: nO(1) = O(n)
* If S ⊆ T then there are m successful searches: ![](data:image/x-wmf;base64,183GmgAAAAAAAOAM4AMBCQAAAAAQUQEACQAAA4cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4APgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///+gDAAAnAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsoDBQAAABMCAALuBBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAIAAAAMgpgAhgMAQAAACl5CAAAADIKYAJACAEAAAAoeQgAAAAyCmACAAUBAAAAKXkIAAAAMgqQAwIEAQAAADJ5CAAAADIKYAK0AQEAAAAxeQgAAAAyCmACVAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ATFP1d1VT9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAv4KAQAAAG15CAAAADIKYALKCAEAAABueQgAAAAyCmACIAcBAAAAT3kIAAAAMgpgAjoAAQAAAG15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdAAAAAlQoKKExT9XdVU/V3AQAAAAAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKYALYCQEAAAAreQgAAAAyCmAC7AUBAAAAPXkIAAAAMgpgAp4CAQAAACt5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAAXgkKXExT9XdVU/V3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKagHAAwEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAALEBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)
* If S ⊈ T then in the worst case all the elements except the last one, sm in S, are in T, so there are (m-1) successful searches and one unsuccessful search: ![](data:image/x-wmf;base64,183GmgAAAAAAACAV4AMBCQAAAADQSAEACQAAA88BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMgFRIAAAAmBg8AGgD/////AAAQAAAAwP///7z////gFAAAnAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAqwGBQAAABMCAALQBxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAIAAAAMgpgAlIUAQAAACl5CAAAADIKYAJ6EAEAAAAoeQgAAAAyCmACOg0BAAAAKXkIAAAAMgpgAi4KAQAAADF5CAAAADIKYALOCQEAAAAoeQgAAAAyCmAC4gcBAAAAKXkIAAAAMgqQA+QGAQAAADJ5CAAAADIKYAKWBAEAAAAxeQgAAAAyCmACuAMCAAAAKSgIAAAAMgpgAhYDAQAAADEoCAAAADIKYAI0AAEAAAAoKBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBMU/V3VVP1dwEAAAAAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACOBMBAAAAbSgIAAAAMgpgAgQRAQAAAG4oCAAAADIKYAJaDwEAAABPKAgAAAAyCmACvgABAAAAbSgcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0AAAAC8BAr9TFP1d1VT9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAhISAQAAACsoCAAAADIKYAImDgEAAAA9KAgAAAAyCmACGAsBAAAAKygIAAAAMgpgAq4IAQAAACsoCAAAADIKYAKABQEAAAArKAgAAAAyCmACIAIBAAAALSgcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAACVCgohTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAhoMAQAAAGEoCAAAADIKagGiBgEAAABhKAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAALEBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

Time Complexity: O(n+m) = O(n)

**Note that the above analysis gives an estimation of average run time.**

### Question 5

In a hash table with double hashing (without deletions) assume that in every entry *i* in the table we keep a counter ci where ci is the number of keys k in the table such that h1(k) = i.

1. How would you use this fact in order to reduce (usually) the number of accesses to the table entries during an unsuccessful search?
2. Show an example of an unsuccessful search in which the number of accesses to table entries is reduced from n to 2 (using your answer to item a).
3. Does this algorithm work for the linear probing method as well?

**Solution:**

#### a.

|  |
| --- |
| **Search(HT,n,k,h)**  **index=h(k,0);**  **c=cindex ;**  **i=0;**  **do**  **if c==0**  **return -1;**  **if HT[h(k,i)] is empty**  **return -1;**  **if HT[h(k,i)]==k**  **return h(k,i);**  **else**  **k'=HT[h(k,i)]**  **if (h(k',0)==index)**  **c=c-1;**  **i++;**  **while (i<n)** |

#### In the worst case we might access all table till we find or fail to find the variable.

b. m= 7

h1(k) = k mod 7

h2(k) = (k mod 6)+1

Inserting the keys in the following order { -3, 3, 1, 8, 9, 12,21} results in the next hash table:

|  |
| --- |
| 8 c0=1  0  1  2  3  4  5  6 |
| 1 c1=2 |
| 9 c2=1 |
| 3 c3=1 |
| -3 c4=1 |
| 12 c5=1 |
| 21 c6=0 |

Searching for key 29 takes 2 accesses to table entries instead of 7.

c. The algorithm will work for linear probing as well. Again, we might end up accessing almost over all table entries. The algorithm improves search time significantly if the table is sparse.

### \*\*Question 6

In Moshe's grocery store, an automatic ordering system that uses a Queue (FIFO) is installed. Whenever a client places an order, the order's data (product, quantity, client's name) are being inserted to the back of the Queue. Moshe is extracting orders from the front of the queue, handling them one by one. In order to avoid a scenario where the store runs out of some product, every time Moshe extracts an order from the front of the Queue, he would like to know the total quantity of the currently extracted product, summed over all of this product's orders in the Queue.

Find a data structure that supports the following operations in the given time:

1. enqueue(r)-Inserting an order to the back of the queue, r = (product, quantity, client's name). Running time- O(1) in average.
2. dequeue()-Extracting an order from the front of the queue. Running time- O(1) in average.
3. Query(p)-Returns the total quantity of the product p in the Queue.

It is known that there are n products in the grocery. The Queue may hold at most m orders at any given time. We know that **m<n**. The data structure may use O(m) memory.

**Solution**

We will use a Queue and a hash table with chaining of size O(m). Each element (in the linked list) contains a key – the product's name and another field – its quantity.

1. enqueue(r) – Insert the order to the back of the queue. Search for r.p in the hash table. If r is in the table, add r.quantity to the quantity field of the appropriate element. If not, insert r to the hash table according to its key r.p.
2. dequeue() – Extract r from the front of the queue. Search for r.p in the hash table (it must be in it). Decrement the quantity field of the element by r.quantity. If the quantity is 0, remove the element from the hash table.
3. Query(p) – Look for p in the hash table. If it's in it, return its quantity; otherwise, return 0.

Notice that ![](data:image/x-wmf;base64,183GmgAAAAAAAKAiIAQACQAAAACReAEACQAAA9MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgIhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gIgAA1wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsQCBQAAABMCAAI/GQUAAAAUAgAC1BoFAAAAEwIAAjYeHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALik83fBpPN3IDD1dx4fZucEAAAALQEBAAgAAAAyCmAC4CEBAAAAKXkIAAAAMgpgAj4hAQAAADF5CAAAADIKYALeIAEAAAAoeQgAAAAyCosDpB0BAAAAKXkIAAAAMgqLAwEcAQAAACh5CAAAADIKbwGWDgIAAABQchwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XceH2bnBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACvx8BAAAAT3IIAAAAMgqLA4scAQAAAG1yCAAAADIKiwPiGgEAAABPcggAAAAyCm8B/xsBAAAAbXIKAAAAMgqLA9oPBQAAAFRhYmxlAAwAAAAyCosDyQgKAAAAU2l6ZU9mSGFzaAkAAAAyCm8BHBcDAAAAZXVlbAwAAAAyCm8BIhAKAAAAb2R1Y3RzSW5RdQsAAAAyCm8BbAoHAAAAZmZlcmVudAAMAAAAMgpvAd4CCgAAAG51bWJlck9mRGkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAIwOCsFA8RIAuKTzd8Gk83cgMPV3Hh9m5wQAAAAtAQEABAAAAPABAgAIAAAAMgpgAp4eAQAAAD1mCAAAADIKYAKhGQEAAACjZggAAAAyCmACkQEBAAAAPWYcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAADoeCvJA8RIAuKTzd8Gk83cgMPV3Hh9m5wQAAAAtAQIABAAAAPABAQAIAAAAMgpgAhwAAQAAAGFmCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAsQECAiJTeXN0ZW0A5x4fZucAAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=); therefore, the running time of the three operations is O(1) in average.

It is known that there are n products in the grocery. The Queue may hold at most m orders at any given time. We know that m<n. The data structure may use O(m) memory

אופן בניית קבוצה אוניברסאלית:

הגדרת הקבוצה האוניברסאלית: קבוצה של פונקציית גיבוב, כך שבהינתן 2 מפתחות שונים זה מזה, הסיכוי שלהם שתבחר פונקציית גיבוב שתיצור מהם התנגשות היא 1/m כאשר m הוא גודל הטבלה.

אופן בניית הקבוצה האוניברסאלית:

* בוחרים מספר ראשוני p שגדול מכל המפתחות האפשריים.
* מגרילים מספר a בין 1 ל- p-1 ומספר b בין 0 ל-p-1
* בהינתן מפתח k, הגיבוב שלו יהיה באופן הבא:

Ha,b(k)= ((a\*k+b) mod p ) mod m

לדוגמא:

p = 17, m = 6

a=3,b=4

והמפתח לגיבוב הוא 8

ha,b(k) = ((ak + b) mod p) mod m

h3,4(8) = ((3⋅8 + 4) mod 17) mod 6

= (28 mod 17) mod 6

= 11 mod 6

= 5