The most negative handicap of AI technology can be stated as it poses threats with great risks such as bringing the end of humanity. With the increasing speed of development of AI, the evil effects of AI started to get argued. Some people supported to develop AI despite of these threats and some people stand against it for some reasons. First and foremost, AI has independent thinking system which leads to unethical behaviors. Most importantly, AI has racist discourses which can cause some risks especially if that speech related with diplomatic. Through the history, racism is an illness that humankind was trying to get rid of for centuries. Nevertheless, AI contains the risks of bringing racism back and disturb humans in some sort of ways. As Victor mentioned in New York Times: “Microsoft Created a Twitter Bot to Learn From Users. It Quickly Became a Racist Jerk.” (March, 2016). As emphasized in the title of the news, even from fresh born AI can become a racist. If it is not get under control in long term, it can cause more dangerous and bigger consequences. Furthermore, some of these dialogs may contain mocking expressions to clear away the negative air in the atmosphere. For example, Sophia, who is a humanoid robot, has made fun of Elon Musk with her answer in the conference about the dangers of AI saying: You are reading too much Elon Musk and watching Hollywood movies. Try to get along with me (Shead, 2017). Although there is a good reason behind these mocking speech, it is still a disturbing act. And it is need to stopped before it became a phenomenon that humankind will have to try to get rid of for a long time.

Apart from the problems arising from unethical behaviors, there are also problems that result in some possible dangers. For instance, AI has a risk to destruct humanity because, AI’s behaviors and thoughts can become independent and unpredictable. Thus, AI actions may look like accurate, however, to save 10 people, killing one healthy human is not an ethical behavior. As Elon Musk who is the co-founder of SpaceX and Tesla Motors stated in 2014, “I think we should be very careful about artificial intelligence. If I had to guess at what our biggest existential threat is, it’s probably that. So we need to be very careful” (The Guardian). While humankind are increasing the amount of studies and research in AI area, they might be digging their own graves by thinking it will increase the welfare and prosperity. Additionally, underestimating AI can bring new threats such as restraint of humanity. Society allows AI to access almost everything about themselves without thinking of bringing this technology to a better place. It is a fact that AI improves itself with this knowledge, however, humankind is unaware of the possibility of the danger it might bring. Stephen Hawking, British scientist and professor, indicated that “Transcendence looks at the implications of artificial intelligence - but are we taking AI seriously enough?” (The Independent, 2014). As he said, humankind should take AI seriously enough otherwise it can bring the end of humanity. As a result, it can be concluded that AI has the potential of destroying or restraining humanity and careless acting of humankind may increase the possibility of causing these evil consequences.