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**摘要**

以布料仿真为基础的3D虚拟衣服动画技术，可通过计算机真实再现衣服的动态视觉效果，在纺织、动画、电子商务、电影等方面都有巨大的应用前景，特别的，把3D虚拟衣服动画技术运用到网络服装试衣系统中，顾客就可以通过电脑准确地判断衣服尺寸是否合身，这将彻底革新现有的服装销售模式。本文对3D虚拟衣服动画系统的背景和发展现状做了较为详细的阐述，之后对其中的衣服建模方法、动力学方程数值求解算法、碰撞检测、自碰撞检测与响应等关键技术进行深入分析和研究，为3D虚拟衣服动画技术应用到网络服装销售平台做一些探索性工作。
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**Abstract**

Based on the cloth simulation technology, 3D virtual clothing animation has a great prospect in textile industry, animation, E-commerce, film entertainment and other areas. Particularly in the online dressing systems, by 3D virtual clothing animation, customers can choose their size in the computer. This will give a revolution to the current online clothing sales. This paper expounds the background and history of 3D virtual clothing animation system, discusses in detail the key technologies, such as clothing modeling, numerical integration, collision detection, self-collision detection, and collision responding, and does some exploratory work on applying 3D virtual clothing animation to online sales platform.
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# 前言

## 研究背景

三维人体的建模与测量指通过三维扫描，获取人体的体表数字化模型，在虚拟世界里重建并且进行各项指标的测量。随着计算机硬件性能的提高和虚拟现实技术的发展，三维人体的建模与测量在数字化服装工业，医疗，体育运动，可穿戴设备方面有着重要的应用价值与前景，并推动虚拟人在游戏，动画，影视方向的高速发展。

传统的三维激光扫描仪它通过高速激光扫描测量的方法，大面积高分辨率地快速获取被测对象表面的三维坐标数据，通过采集空间点位信息，建立物体的三维影像模型。但是这类设备一般价格昂贵，并且由专业人员来操作，每次扫描成本不菲。比如Cyberware[[1]](#endnote-1)人体扫描系统市面报价为24万元，普通用户很难承受如此价格。并且激光扫描时要求被扫描物体保持静止，这对于人来说是比较困难的，因为人体最多保持3秒左右的相对静止状态[[2]](#endnote-2)。利多台彩色摄像机，立体视觉系统，比如即时定位与地图构建(SLAM)[[3]](#endnote-3)，可以方便的获取实时的三维几何信息，但是其稀疏的三维特征数据对于三维重建来信息量不足，并且计算时间复杂度较高，鲁棒性差以及遮挡问题不易处理[[4]](#endnote-4)。

最近新出现的深度相机，比如TOF[[5]](#endnote-5),Kinect[[6]](#endnote-6)，PrimeSense等，通过计算激光在发射点与物体的飞行的时间来计算距离，如TOF(time of fly),或者结构化光的方法来获取物体表面的点云信息。与传统的扫描设备相比，深度相机的价格便宜，结构小巧、使用方便、能实时捕获物体表面的深度与彩色信息，同立体视觉方法相比,深度相机基于主动发射近红外光原理,计算复杂度低、不易受物体表面纹理及光照变化的影响。不仅如此深度摄像机的使用无需设置额外参数通过简单操作即可扫描物体表面获得点云数据。本文使用Kinect作为扫描仪器,扫描人体获取人体点云,与动辄几十万元的传统扫描设备相比,Kinect的价格大概在千元左右。利用深度相机进行三维扫描,目前有两大问题亟需解决。第一,深度相机普遍存在获取深度信息分辨率低、噪声大的缺陷[[7]](#endnote-7)[[8]](#endnote-8)。第二，深度相机一般单面积扫描范围小，为了获取物体表面各个角度完整的几何信息,需要对多视角捕获的单帧数据进行配准。而对含有噪数据的配准,尤其是动态物体的配准,仍然是一个被广泛关注的课题[[9]](#endnote-9)[[10]](#endnote-10)。

人体测量学及其应用是人机工程的一个十分重要的研究领域。它以现在代光学为基础，融合了光电子学，计算机图形学，信息处理，机械技术，电子技术，计算机视觉，软件应用技术和传感技术等科学技术于一体[[11]](#endnote-11)。人本测量通过对人体各部位的尺寸测量来确定个体之前和群体之间在人本尺寸上的差别，用来研究人的形态特征[[12]](#endnote-12)。目前，世界上已有90多个大规模的人体测量数据库，其中欧美国家占了大部分，亚洲国家约有10个，而日本占了一半以上。其中CAESAR(Civilian American and European Survey of Anthropometry Research)人体测量研究计划，在美国，加拿大，荷兰，意大利等国家得到了广泛的应用[[13]](#endnote-13)。

随着服装行业的迅速发展，采用传统的手工人体测量方法已很难满足快速，准确，大批量测量的需要。由于计算机视觉技术的不断发展，导致了人体测量技术由手工向自动，接触式向非接触工方向发展。

非接触式三维人体自动测量技术弥补了以前测量方法的不足，能够快速得到人体的三维形体表面的点云数据,使测量结果更加准确。通过Kinect重构的三维人体能够更加方便迅速精确的进行人体测量。

## 研究现状

## 基于Kinect的三维物体建模

随着深度相机的快速发展，特别是Kinect作为微软Xbox360的外设，主要用于人机实时交互，但也有一些文献报道将其用在三维重建中。Engelhard 等[[14]](#endnote-14)利用Kinect 提供的RGB-D 相机实现了一个实时的视觉SLAM 系统，该系统能够用于场景重建。其主要方法是利用彩色摄像机进行SURF 特征匹配[[15]](#endnote-15)，先获得摄像机位置的初值， 然后用ICP (Iterativeclosest point) 算法[[16]](#endnote-16) 进行点云配准并对相机位置进行优化.。Henry 等[[17]](#endnote-17)[[18]](#endnote-18) 利用Kinect 实现了一个交互式的三维重建系统，该系统仅选取关键帧进行ICP 配准。 这两种方法均需要进行图像特征提取与匹配， 而一般的物体图像则较难提取出可靠的匹配特征.。Izadi 等[[19]](#endnote-19)[[20]](#endnote-20)给出了一种基于GPU 并行计算的实时定位与重建系统，并实现了动态场景的增强现实应用。 但该系统重建结果依赖于实时的ICP 配准， 配准错误影响系统的稳定性，而配准误差使得重建的三维模型存在一定的环闭合(Loop-closure) 问题。Tong 等给出了一种基于Kinect 的人体(有轻微形变的非刚体) 重建方法。该方法首先需要对人体进行建模，然后利用图像特征点实现相邻帧的局部配准，并进行全局优化。该系统通过局部配准与全局优化的反复迭代来获得人体模型。该系统需要对人体进行建模，不适用于一般的物体重建，因为对一般的物体图像，提取可靠的匹配特征是很困难的。此外, 反复迭代的配准策略会一定程度地影响算法的时间性能。Newcombe R A 等[[21]](#endnote-21)的方法能实时跟踪和重建室内场景。Chen J W 等[[22]](#endnote-22)扩展了 Newcombe R A 等的方法可用于大规模场景的重建。Roth H[[23]](#endnote-23)等通过改进 Newcombe R A 等的方法可以在室外大场景的情况下进行重建。这些方法也同样适用于人体重建,但是会出现部分数据缺失和扫描模型闭合处出现不规则形变的现象。Weiss A 等[[24]](#endnote-24)提出的人体重建方法主要通过低分辨率下的图像轮廓和深度数据结合从 SCAPE[[25]](#endnote-25)模型中估计人体形状,这种方法重建精度不高(脸部,服装等细节不明显)。

## Kinect相关技术研究现状

## 深度图像降噪研究现状

噪声通常会影响三维人体重建的精度。为了提高重建精度,降噪是一个很有必要的过程。这里的“噪声”分为三种类型:第一类:普通的噪声,比如表面出现的毛刺现象和常见的高斯噪声,椒盐噪声等。第二类:结构噪声,边缘中出现的不规则及孤立部分。第三类:不完整噪声,比如出现的孔洞缺失部分。其中常用方法主要有:

(1)借鉴传统图像降噪方法。这种方法主要是借鉴现有的图像降噪方法得到的一种深度图像降噪方法。其中两种方法最常用。(a)中值滤波降噪方法[[26]](#endnote-26)。这是统计排序滤波中使用最广泛的一种。这种方法主要是用一点的领域范围内所有点值的中值来代替该点的值，这样就能使该点值接近临近点的值,从而消除孤立点,达到平滑的效果。(b)双边滤波降噪算法[[27]](#endnote-27)。这种方法也是通过局部领域点的值来确定目标点的值。根据目标点和领域点之间的空间距离和相似程度,给领域点赋予不同的高斯权重值,然后加权平均得到目标点的最终值。这种方法在平滑噪声的同时,保留边缘信息。但是具体的细节往往会丢失,分辨率会降低。

(2)提高分辨率的方法。一种是结合点云和 RGB 信息的方法[[28]](#endnote-28)。这种方法首先要能得到深度图像素与RGB像素之间的对应关系。然后确定深度数据与RGB数据之间的统计关系,比如深度图像的边缘对应 RGB 图像中颜色变化强度大的部分,光滑的地方对应 RGB 图像中颜色较为统一的地方,最后结合深度和 RGB 信息处理。另一种是只使用深度信息的方法。比如 LidarBoost[[29]](#endnote-29)处理的是 ToF 深度相机获取数据的噪声,这种方法首先由相机轻微移动获取静态场景中的低分辨率深度数据,然后将多帧低分辨率深度图融合成一帧高分辨率的深度图。

## 点云局部配准的研究现状

点云局部配准是指通过调整其中一帧点云的空间位置,使两帧点云对之间相同部分重叠。文中主要是刚性配准,即被扫描的物体是一个静态物体无局部变形的情况。主要常用的方法有:

(1)迭代最近点(Iterate Closest Point,ICP)及改进方法[[30]](#endnote-30)。ICP 的主要思路是将两个点云对之间相对应点的配对的问题转化为一个最小二乘问题,重复迭代求解直到最大迭代数或者收敛,得到一个最优的刚体变换矩阵。主要在六个方面来改进 ICP 方法:1,点的选择。2,点配对。3,权重。4,去除错误的对应点对。5,误差测量。6,最小化方法。其中迭代的收敛主要依靠点配对和误差测量,而点的选择和权重和去除错误的对应点对提高算法的鲁棒性。ICP 算法有效性基于两个假设 1,两个点云的初始状态。2,两个点云之间重叠部分的有效性。

(2)RANSAC 方法[[31]](#endnote-31)。这种方法在 1981 年的时候就已经提出,之后出现了一些改进算法。这种算法的主要思想是:从一对点云中任取三个不同点作为对应点对,计算变换矩阵,通过变换后,计算点云对中距离小于某个阈值的点的个数,如果个数比较大则认为得到最佳变换矩阵。否则再重复随机选取三个不同点,得到最佳变换矩阵。

(3)4PCS 方法[[32]](#endnote-32)。该方法是从一个点云中选择一个共面四点对,再从另一个点云中根据仿射不变特性得到所有与前一点云中选取的共面四点对近似全等的共面四点对,分别计算变换矩阵,估计变换,得到最佳变换矩阵。

4)基于高斯混合模型(Gaussian Mixture Model GMM)的配准方法[[33]](#endnote-33)。将点云配准过程转化为高斯混合模型概率密度函数的最大似然估计问题。通过期望最大化(ExceptionMaximize EM)算法迭代计算估计参数,最终得到变换矩阵。

## 点云全局配准的研究现状

当类 Kinect 绕人体扫描一圈,由于人体是一个封闭的物体,理想情况下首尾帧之间是重合的,但是在实际情况中由于局部配准的误差影响,所以多帧配准后累积的误差导致最终不重合的现象出现,这个问题被称为环闭合问题(Loop Closure Problem)。针对这个问题,当前比较流行的一些方式是:

Weise T 等[[34]](#endnote-34)提出的方法。Weise T 等定义了一种表面元素的结构,即带方向的一个圆盘,来表示物体表面。通过使用拓扑图结构进行局部刚性变形达到全局配准的效果。

Sharp G C 等[[35]](#endnote-35)提出的方法。首先分析旋转和平移误差的分布,然后以每一帧为结点相邻帧之间连接表示成图,分离出图中首未相连的环,对各个环通过最小二乘最小化误差进行全局配准。

Gelfand N[[36]](#endnote-36)等提出的方法。这种方法使用一种积分体积描述子(Integral volumedescripter)作为特征,再从特征中找出匹配关系,在查找匹配关系时,使用了距离误差和剪枝算法。

## 表面重建的研究现状

表面重建算法大体可以分为两类:显式曲面和隐式曲面两种方法。显式曲面的方法,这类方法通过插值的形式进行网格化,计算量与点云的数量成正比,重建表面会受到点云数据噪声的影响,往往需要后期进行光顺和修补等处理。比如Delannay 三角剖分[[37]](#endnote-37),Voronoi 图[[38]](#endnote-38)等。

隐式曲面的方法。这类方法对拓扑结构复杂和带噪声的三维模型都有很好的鲁棒性。方法的复杂性往往取决于所选用的隐式函数。比如以径向基(RBF)为隐式函数[[39]](#endnote-39),但是在实际计算时得到的系数矩阵是稠密的且病态的。而近几年提出的泊松表面重建(PoissonSurface Reconstruction)方法[[40]](#endnote-40),这方法结合了之前隐式函数方法的优点并解决了基函数解矩阵病态的问题。

## 人体测量国内外现状

国外三维人体测量技术主要是指欧美国家的技术。目前,三维人体扫描仪在发达国家已经形成一定的产业规模,其仪器的精度、扫描速度、易操作性等方面都达到了很高的水平,其应用领域已经从我们传统意识中的人体测量扩展到汽车、雕塑、文物等众多领域,并在这些领域中发挥了重大的作用,极大地提高了这些行业的研究技术水平。现今,国际上研究开发出具有代表性并应用于服装业中的3D人体扫描系统主要有以下3种类型的扫描仪。

1)TC扫描仪是美国纺织及服装技术中心研发的,系统原理是选用白光分层轮廓测量的方法,利用白光光源来投影正弦曲线在人体表面,根据光源原理栅格在人体不规则的表面发生发射,令投射的密栅影子变形,产生的图样表示了人体表面的轮廓,并可用4或6部摄影机检测,最后单个的影像在105内合并成一完整的人体图像。

2)Cyberware全身3D扫描仪是美国CYBERWARE公司开发,该产品主要有WBX和WB4系统。原理是利用激光扫描三角测量技术来获取三维影像.系统大约需要16s来完成并得到三维数据和一个24点位的彩色结构图。最初的人体数据格式是有序排列的云点图,然后经过系统的翻译程序,将其输出的格式转化为3DStudiao-MAX等格式,使用者可以利用一般的三维图形软件(如Aut0CAD、3DMAx等)来读取这些数据格式,得到需求的东西。

3)Hamamatsu人体线性扫描仪是美国Hamamatsu公司研发,该系统利用较少的标记就可以获得较为完整的人体三维数据。其原理是红外光源从发射镜头以脉冲的形式产生,经人体表面发射后,由探测器镜头收集,获得最初人体数据,最初的人体数据也是三维点云图。

## 研究内容

本文的主要工作，就是要深入研究3D穿衣动画系统中的理论难题和技术障碍，探索更加先进的3D衣服动画模型和数值求解算法，以期在仿真的真实性和实时性等方面进一步取得突破，使得顾客在未来借助电脑可以看到试穿衣服的动画效果，判断衣服尺寸是否合身、搭配是否协调，这对传统的网络服装销售行业将是革命性的推动。

本文拟采取使用物理的布料仿真模型，将现实世界中的布料近似表达为可以量化的物理表示模型，并建立常微分方程组，利用数值计算方法中的理论，近似地求解得到布料在下一时刻的状态。在衣服动画中，除了布料仿真中的必要步骤外，还需要处理衣服和人体间的碰撞检测，基本流程详见图1‑1。

图1‑1衣服动画仿真流程

# 服装建模

3D虚拟衣服动画中首先需要建立衣服的物理表示模型。模型特性与真实布料的接近程度，直接关系着仿真效果的逼真程度和性能好坏。布料是一种柔性的可变形体，在各种力的作用下，可以表现出非常丰富的褶皱效果。而且采用不同的纱线材料、不同的编织结构、甚至不同的裁剪方法，其形变特性也各不相同，因此布料仿真在计算机3D虚拟现实技术中是一个极具挑战性的难题。本章将详细论述研究者已经提出的几种布料模型，并进行综合比较各种模型的优缺点。

## 离散模型

## 连续模型

# 数值求解

建立了布料、衣服的物理表示模型和动力学方程组后，还需要对其进行求解。在

(3‑1)

## 显示欧拉法

显式欧拉法又称前向欧拉法(Forward Euler Method)，基本思想如下：利用

，这也是显示欧拉法没有被研究者在布料仿真中广泛采用的原因之一。

## 隐式欧拉法

显式欧拉法的误差较大，导致布料仿真中的时间步长必须很小才能保证数

由于隐式欧拉法具有无条件的稳定性，因此可以采用较大的时间步长求解衣服质点在时刻的运动状态。

## 梯形法

通过比较显式欧拉法和隐式欧拉法的误差(3‑4)、(3‑10)，若对其进行算术平均，则可以得到更加精确的梯形法：

(3‑12)

## 改进的欧拉法

梯形法虽然提高了精度，但是计算复杂。实际上，可以先通过显式欧拉公式

相比显示欧拉法而言，改进的欧拉法可以明显的提高精度。

## 龙格-库塔法

龙格-库塔法(Runge-Kutta Method)源于泰勒级数法，其基本思想可由改进

四阶龙格-库塔法的计算误差远小于显式欧拉方法，但依然属于显式方法，同样无法避免算法的不稳定性。

## Verlet积分法

对于布料仿真，由于外力通常较小，采用较大步长的显式积分法也能保持较

运动的轨迹，通过计算上一时间步和下一时间步，精度更高。由于Verlet方法中不涉及质点速度的计算，累计误差小、运算量更少。

# 碰撞检测

碰撞检测是虚拟仿真中另一个主要的性能瓶颈，和仿真系统的实时性密切相

布料、衣服等织物的自碰撞检测与响应。

## 基于层次包围盒的碰撞检测算法

基于层次包围盒的碰撞检测算法就是出于这样的出发点提出的，其基本思想

种。

际被使用的情况相对较少。

## 基于空间划分的碰撞检测算法

针对层次包围盒方法的不足，研究者提出了基于空间划分(Spatial Subdivision)的碰撞检测方法[[[41]](#endnote-41),[[42]](#endnote-42),[[43]](#endnote-43)]，可以用于动态随机变化的大型场景。

能。

# 结论

3D虚拟衣服动画技术具有广阔的应用前景，已成为国内外研究的一个热点，作。
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