各位老师上午好，我开题报告的题目是基于强化学习的无人集群抗干扰研究

内容分为以上六个方面，其中重点是该研究方向的发展综述和研究内容。

首先是该课题研究的背景和意义：

无人机自组网可以借助多跳通信，搭载不同任务载荷来提供可靠的多样化实时服务，广泛应用于各种军事以及民用领域场景，但同时无线网络的开放特性使它容易受到各种物理层的干扰攻击，从而对无人机网络通信安全造成严重威胁。

按照干扰信号和干扰产生方式将目前常见的对物理层产生干扰的方式进行如上的分类：干扰信号分为压制式干扰和欺骗式干扰两种，同时按产生干扰的方式，干扰又分为持续干扰、随机干扰、扫频干扰、反应式干扰和智能干扰，其中智能干扰能够自适应地调整干扰产生的时段和频段，抗干扰难度更大。

现有的无人集群抗干扰技术主要从节点移动、网络层、MAC层和物理层进行抗干扰实现：

节点层面和网络层是从空间角度避开干扰，MAC层的跳频扩频技术是研究最主要的抗干扰研究手段。

由于现有场景下存在对智能干扰应对能力不足的主要问题，本课题研究的意义在于利用强化学习联合多种抗干扰手段实现智能干扰场景下的抗干扰能力的提升。

接下来将分别对抗干扰技术、强化学习技术、基于强化学习的抗干扰技术的发展综述进行介绍；

首先是抗干扰技术的综述：

传统的MAC层抗干扰技术应用于无人机网络，针对干扰机产生干扰的信道切换，能够切换不同的信道集进行干扰规避，但是由于信道的有限，无法应对多信道智能干扰

第二类抗干扰方式利用了无人机网络特有的移动特性，将路径规划建模为一个优化问题，从而实现最小干扰路径和发射功率的求解，但是其需要对信道、任务和干扰进行建模，复杂度高，适应性差。

第三类是基于监督式机器学习的抗干扰技术，用于优化传统抗干扰的问题，缺点是需要大量先验知识和学习数据。

然后对强化学习的发展进行介绍

首先是强化学习原理的介绍：

强化学习算法利用基于马尔可过程的前提和贝尔曼方程，实现对每一个状态的价值或者对应的Q值进行预测，从而输出每个状态下的最优决策问题。

基于价值的强化学习的训练过程就是通过输入状态，动作，回报和下一状态的四元组，更新价值估计，对应的数学形式就是上述贝尔曼方程。

强化学习现有的发展历程如上：基于价值的方法从Q-learning到DQN，再到DQN的各种变体，基于策略的方法主要是AC架构，即演员评论家架构，变体为DDPG等

上述不同的强化学习算法主要的应用区别就是: dqn引入神经网络，解决了输入状态空间连续的问题，基于策略的方法相比与基于价值的方法解决了输出的决策空间无限的问题。

于是根据状态空间和决策空间维数的区别，需要使用不同的网络实现‘

然后是利用强化学习进行抗干扰的研究; 这几篇文献分别利用强化学习算法实现如信道接入，轨迹规划，中继转发等不同抗干扰方式的优化，

其利用强化学习技解决抗干扰通信过程中因无人机移动性和视距信道造成的信道状态波动大，以及干扰模型未知等问题。

但现有研究存在以下两个问题，

一是仅仅基于无人机之间的通信抗干扰的场景研究较少

二是仍旧针对单一的抗干扰方式进行决策或者参数优化，在智能干扰，强对抗环境下下抗干扰能力有限。

然后是研究内容，本课题的研究内容主要分为两点：  
第一点是基于深度强化学习的集中式联合抗干扰技术：

该研究方向利用全局信息：比如任务信息，网络通信指标信息，节点物理信息包括所有无人机节点收集的动态空间谱信息、移动信息和功率信，输入到设计好的DQN网络中，从而充分提取当前全局电磁场景信息和任务信息下的特征，输出网络的决策信息包括：跳频的子信道切换，轨迹规划的下一时帧位置，功率以及是否参与中继发等组合决策，用于指导训练的回报函数是节点的链路质量指标，实现优化综合运用多种抗干扰技术决策的智能组网

中间的网络模型目前打算构建基于混合注意力机制的卷积神经网络，提高抗干扰能力模型的预测精度与模型训练的收敛速度。

该研究方向采用集中式训练决策，所有决策都由基站或选中的中心节点输出，并且输出的决策是多种抗干扰技术的组合。

第二个研究内容是基于多智能体强化学习的分布式联合抗干扰技术，

这个研究方向主要是为了解决研究方向一中集中式抗干扰在实际中难以部署的问题，通过引入多智能体强化学习思想，建模各节点行为，将输入信息限制为本地节点所能获取到的信息，输出决策限制为本地节点的决策，

每架无人机都能够利用本地信息独立学习而不受无人机群规模大小影响，避免额外通信开销，适应高动态性。

然后是研究方案设计和可行性分析

本研究采用计算机仿真的方式研究，利用exata网络仿真软件和强化学习库LIBtorch完成相应模块的设计和开发

通过场景建模、实现对应的多种抗干扰算法，设计对应的网络模型，训练集中式和多智能体模型，验证对应算法效果。

由于单一抗干扰研究方案和深度强化学习方案成熟，该方案的可行性较高，模型训练效果还需要进一步验证。

然后是研究挑战和创新点

本研究的创新点和研究内容一致：

1. 首先是基于基于全局信息的联合抗干扰模型：与以往单一抗干扰手段不同，联合多种抗干扰手段，优化输出决策
2. 然后是基于多智能体的分布式联合抗干扰模型：具有分布式和可扩展性，不依赖全局信息，解决了全局信息交互的额外开销问题。

本研究的面临的主要挑战是模型的收敛性问题，模型参数和超参数的调整将对模型的训练效果产生大的影响，由于输出多种抗干扰决策，较高的决策动作空间也将增大训练难度。

最后是研究预期成果和计划

利用深度强化学习训练模型，模型训练阶段输入的数据为各节点接收机收到的信息，包括到达率、功率以及链路质量等信息，通过设计回报函数指导对应的抗干扰参数优化以及对应的抗干扰方式选择，能够处理在压制式智能干扰场景下实现针对单一传统抗干扰手段抗干扰能力的提升。

初步研究计划安排如上。
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