# 研究背景

随着无人机技术的快速发展，其在多个方面展现了显著优势，包括无人员伤亡、制造成本低、使用方便、用途广泛、机动性强等特点。无人机凭借这些优势，在军事和民用领域展现出巨大的应用潜力。例如，在森林防护和临时战场等场景中，无人机网络因其灵活的移动能力而能够满足多变的通信需求。然而，这些场景中的快速移动特性会导致网络覆盖范围的变化，使得传统蜂窝无线网络难以提供稳定可靠的通信服务。为应对这一挑战，无人机之间通过自主组网，构建协同通信网络来提升无线通信的传输质量。无人机自组网（Ad Hoc Network）可以借助单跳或多跳通信来提供可靠的实时服务，具有更强的可拓展性和生存能力。无人机群组成的通信网络可以发挥多方面的作用，无人机网络中的节点可作为飞行的用户、中继和基站，通过有效协调各无人机可构建复杂网络，多个具有不同功能的无人机可以集成为功能强大的系统，辅助地面设施提供全方位的通信覆盖。与传统无线通信相比，无人机通信网络具有节点高速移动、能量受限、信道可变的特点，快速飞行的无人机使得网络拓扑高度动态和通信链路质量短时间内变动。

无人机网络具有快速部署、低成本和易于控制的优点，多架无人机可协同共享网络资源，从而完成复杂的通信任务。当部分无人机因故障或恶意干扰而导致通信质量下降时，其他无人机能够及时协助受影响的节点继续传输信息，显著提高了网络的传输可靠性，有效解决了单一无人机抗毁性弱和覆盖范围有限的问题。同时，通过无人机群的协作，可以扩大无线网络的覆盖范围。当前，无人机广泛应用于军事领域的空中侦察、战场监视、目标定位、边境巡逻等任务，以及民用领域的航空摄影、地球物理勘探、灾情监测、交通巡逻等场景。

同时无人机网络的开放特性使它容易受到各种物理层的干扰攻击包括欺骗和压制等，其中各类干扰攻击都会对无人机网络通信安全造成严重威胁。作为一种恶意攻击，干扰器通过发射足够功率的无线电信号来中断正常通信，导致在接收器端发生冲突。一旦无人机受到攻击，网络通信质量将下降，甚至无法满足当前需求导致任务中断，当无人机遭受严重干扰时，它们不再能够与其他无人机以及控制站点建立连接，因此提出有效的无人机网络抗干扰方法有重要意义。

强化学习（Reinforcement Learning, RL）是一种半监督的机器学习方法，其通过奖励和惩罚机制使智能体在与环境的交互中不断改进行为策略，以实现特定任务目标。强化学习最初受到动物行为和控制理论的启发，随着Q-learning等算法的提出，强化学习逐渐形成了系统的理论框架。进入21世纪后，深度学习技术的快速发展带动了深度强化学习（Deep Reinforcement Learning, DRL）的突破，解决了基于表学习的有限状态空间的限制，其应用前景大大拓展，特别是在机器人控制、游戏、自动驾驶等复杂任务中取得显著成就。强化学习的特点包括以下几个方面：试错学习：智能体通过与环境的不断交互、试错，逐步学习最佳的行为策略；延迟奖励：强化学习可以处理延迟奖励的问题，即行为的结果和反馈之间可以有较长的时间延迟；策略优化：通过不断调整策略，以使智能体的长期回报最大化。现在强化学习在自动化控制、自然语言处理、推荐系统等多个领域表现出广阔的应用潜力。

将强化学习用于解决无人集群抗干扰问题的研究也随着强化学习的发展而增加。利用强化学习，不仅可以用于优化传统的抗干扰技术方案，也可以设计不同的抗干扰方案，提升抗干扰效果。本课题研究的方向就是利用强化学习算法设计抗干扰方法，从而提升无人机集群的抗干扰性能，满足不同任务场景下无人集群的通信性能指标要求。下面将具体介绍无人集群抗干扰以及基于强化学习的无人集群抗干扰方法的研究进展与现状。

# 国内外研究进展与现状

## 无人集群抗干扰研究进展与现状

### 干扰方式分类

由于无线电的共享介质传播，无线传输很容易受到干扰攻击，干扰器可通过发射不需要的无线电信号来破坏合法传输。

根据实际产生干扰信号的类型，无人集群通信中的主要有两种干扰方式，一种是压制式干扰，另外一种就是欺骗式干扰[1]。压制干扰是指干扰器持续发射的干扰信号功率大于无人机数据链信号功率的一种人为通信干扰,使数据链中的通信节点不能正确接收射频信号,导致通信链路中断[2]。根据干扰信号的形式,压制干扰可分为单频干扰、窄带干扰和宽带干扰三种类型。由于压制干扰功率淹没了有用信号或阻塞了射频前端,其调制信息无关紧要。欺骗干扰通过发送与无人机数据链信号结构相似的欺骗信号,使其无法检测出诱导接收机跟踪捕获的欺骗信号,从而达到降低其抗干扰能力的目的,而且可以采用与数据链信号近似的功率,避免功率过大而被检测到并降低成本。在实际常见于军事领域种，接收机往往面临着高动态、弱信号、强干扰或信号遮挡等复杂场景下。

而根据干扰器生成干扰信号的策略来看，干扰器又分为持续干扰、随机干扰、扫频干扰、自适应干扰、智能干扰和反应式干扰六种[3]。具体介绍如下：

（1）持续干扰：干扰器在信道上连续发送干扰信号，会降低合法接收机的接收信号质量以及使无线信道总是忙阻止发射机对信道的访问。

（2）随机干扰：在每个时隙随机从信道集合中选择一组信道来感知，并基于感知结果在空闲信道上发射干扰信号，干扰决策与感知历史无关。

（3）扫频干扰:是将一个带宽较窄的信号在某段时间内与整个频段上扫描, 同宽带或部分频段噪声干扰类似。在扫频过程中的任意时刻，干扰机的中心频率固定不变，因而有效的干扰频谱仅限于一个很窄的带宽之中，很宽范围内的多条频谱可能在短时间内被不断变化频率的扫频干扰干扰到。

（4）自适应干扰：也是一种认知攻击者，运用多臂赌博机 multiarmed bandit (MAB）算法，干扰器每次选择一组信道感知，并基于感知历史和过去的观测结果来干扰空闲信道。干扰器能利用结果来调整干扰策略，比如之前在传输信道上的干扰是否成功[4]。

（5）智能干扰：能够学习用户的传输策略并调整干扰策略，以最大化干扰效果[5]。

（6）反应式干扰：只有在检测到节点正在发送数据包时，反应式干扰器才开始发送干扰信号。这种类型的干扰器首先感知无线信道，在检测到信道忙即进行合法传输时，它为了破坏接收器处的数据接收而发送干扰信号[6]。反应式干扰器的性能取决于对合法用户状态的感知准确性。当干扰器接收到的信号较弱时可能不被监听到，它就不会发射干扰信号。由于信道空闲时干扰器保持安静，比持续干扰更节能而且不容易被检测到。

### 无人集群抗干扰技术现状与发展

#### 基于跳频和扩频的抗干扰方式

传统无线通信网络中的扩频和跳频等抗干扰技术，可以迁移应用至无人机通

信系统中。利用干扰源的检测和定位技术也可以辅助无人机通信制定轨迹控制等抗干扰策略，实现抗干扰的效果[7]。例如文献[8]提出一种跳频通信和固定信道结合的通信方案，利用跳频通信技术对无人机控制和感知链路的链接进行保障,使用固定信道进行高速率的数据传输以实现频谱共享。基于扩频通信技术的无人机抗干扰方案要求通信系统具有较为充裕的带宽，而在实际的无人机通信系统中，通信资源往往较为有限。此外，基于扩频通信和干扰检测技术的抗干扰方案也较难抵御动态优化自身干扰策略的智能干扰机。文献[9]详细分析了当前常用的使用跳频通信的无人机控制器的安全性能，指出只要跳频速度不超过 USRP等软件定义无线电设备的处理能力，就能有效地解出跳频所用的伪随机序列，可将序列应用于智能干扰中，能精确地于扰正在通信的信道，提高干扰机效率。

#### 基于路径规划和功率控制的抗干扰方式

无人机可以利用其高移动性的特点，利用通过控制自身飞行轨迹实现抗干扰。例如，文献[10]将无人机抗于扰问题建模为零和追击逃逸博弈问题，通过Issacs 方法求解最优无人机移动轨迹，减少无人机受到干扰的时间长度。Wu等人通过块坐标下降和连续凸近似方法，优化无人机的轨迹，在地面敌意干扰机的干扰下提高无人机的通信速率和降低能耗[11]。在无人机感知网络等典型无人机通信场景中，无人机还可通过块坐标下降和连续凸近似方法，联合优化三维轨迹和地面传感器调度策略，在存在强干扰的情况下提升无人机网络的通信速率。在无人机辅助的非正交多址接入通信系统中，利用基于块坐标下降的迭代算法进行轨迹控制优化，在满足无人机网络互相干扰低于阈值的前提下最大化网络吞吐量[12]。

除了轨迹控制之外，无人机也可以结合功率控制等联合控制方法，使无人机在提高抗干扰性能的同时，降低网络的能耗。例如，Xu等人将无人机抗干扰通信建模为斯塔伯格博弈模型，使用基于最优响应的方法优化无人机轨迹和功率控制联合策略，提高网络通信质量并降低能耗[13]。文献[14]设计了一种基于连续凸近似算法的方案，在多无人机系统中优化无人机的轨迹和发射功率，降低网络中无人机之间的交互干扰对通信的影响，并对算法进行并行化以进一步提高计算效率。Zhang等人利用块坐标下降和连续凸近似方法，对无人机的轨迹和发射功率进行联合优化，对抗地面窃听者，提高无人机通信链路的安全性[15]。

基于连续凸近似等算法优化轨迹和功率控制的无人机抗干扰技术，在对无人机的信道、任务和干扰机的干扰策略拥有精确模型时可以获得最优的抗干扰性能。然而在实际的无人机通信网络中，无人机信道模型较为复杂，且干扰机可能使用智能算法动态优化干扰策略，使得无人机难以获取信道模型和干扰模型，可能导致抗干扰性能下降。

#### 基于机器学习的抗干扰方式

无人机抗干扰可以通过引入机器学习技术，解决无人机状态信息获取困难、 传统抗干扰策略优化计算开销高等问题。例如，无人机可使用基于循环神经网络的干扰图谱构建方法，利用无人机周边环境信息和无人机载传感器的时序信息，实现对高风险的干扰区域的预测和回避[16]。文献[17]在无人机自组织网中利用联邦学习技术，使用信号强度和包送达率等无人机感知信息，实现网络参数共享，可在保护无人机感知数据隐私性的前提下，获得检测精度在85%以上的干扰检测模型，提升无人机网络的整体抗干扰性能。

然而，基于机器学习的抗干扰方案需要大量无人机抗于扰通信数据对分类器进行训练，以实现较高的抗于扰性能。当训练数据不足时，这些算法难以在真实的通信环境中取得较好的抗干扰能力。此外，真实无人机通信网络的高度复杂性和异构性，也使得深度学习方案难以获得较好的泛化能力,

## 强化学习研究进展与现状

强化学习（RL）是机器学习的一个子领域，目标是让代理学习如何根据环境状态采取行动，从而最天化预期的长期回报,其中学习问题通常可以建模为马尔可夫决策问题。早期的RL研究主要集中在表格和基于近似的算法。由于缺乏表示能力,传统的 RL 算法只能解决具有低维状态和动作空间的任务。然而更复杂、更接近现实世界的任务通常具有更高维度的状态空间和连续的动作空间,从而限制了RL的应用[18]。深度学习具有强大的表示能力,可以从高维抽象输入中提取多层次的特征.此外,深度神经网络已被证明是一般的函数逼近器,可用于逼近具有高维输入的复杂任务中的值函数和策略。因此,深度强化字习(DRL)近年来受到了广泛关注。自从深度Q网络 （DON)在游戏中成功应用以来,越来越多的深度学习技术和算法与RL相结合,不仅用于解决困难的传统 RL 任务,还激发了新的研究领域（元 DRL、迁移 DRL等）。DRL不仅在理论上取得了一些重要进展,在应用方面也取得了一些重要进展,例如机器人控制、游戏、NLP、驾驶、推荐系统和计算机视觉[19]。

强化学习方法分为基于价值和基于策略两种。基于价值的方法是强化学习方法中的重点在于表示价值函数并寻找最优价值函数。Q-learning[20]是最经典的基于价值的算法。在基于价值的方法中，动作选择的策略是不变的，如固定使用贪婪法作为策略选择方法。即在时间步t的状态下，选择动作的方式是固定的。而基于策略的强化学习方法则不同，在策略梯度法中，个体会学习不同的策略。基于价值的所有方法最终都是通过值函数来学习的，这些值函数可能和动作或状态有关。而基于策略的方法则是用梯度的方法直接学习策略，其在高维状态空间以及连续动作空间情况下取得更好的效果。

这里主要介绍强化学习中最重要的DQN发展研究。DQN在2015年由Mnih等人[21]首次提出。然而,使用神经网络来近似值函数已被证明是不稳定的,并且可能由于来自相关样本的偏差而导致发散[22],为了使样本不相关,Mnih等人创建了一个目标网络t,由β参数化,该网络每N步从估计网络t更新一次。此外,生成的样本存储在经验重放存储器中。然后从经验重放中随机检索样本并输入到训练过程中。DQN变体的第一个也是最简单的形式是[23]中提出的双DQN (DDQN)。DDQN的思想是将“贪婪”动作的选择与动作评估分开。通过这种方式,DDQN希望减少训练过程中对Q值的高估。DQN的另一个缺点是它使用四帧历史作为策略网络的输入。因此,DQN无法有效解决当前状态依赖于天量历史信息的问题,这种问题通常被称为部分可观察的 MDP问题。直接的解决方案是用循环长短期记忆替换策略网络最后一个卷积层之后的全连接层,如[24]中所述。这个 DQN 的变体称为深度循环Q网络(DRQN)在“Double Dunk”和“Frostbite”游戏中的表现比标准DQN高达700%。DRQN的另一个有趣变体是深度注意循环Q网络DARON)[25].在那篇文章中,Sorokin等人在 DRQN中添加了注意力机制,以便网络可以只关注游戏中的重要区域,从而允许更小的网络参数,从而加快训练过程。

## 基于强化学习抗干扰的研究进展与现状

利用强化学习技术可以解决抗干扰通信过程中因无人机移动性和视距信道造成的信道状态波动大，以及干扰模型未知等问题[26]。然而强化学习技术在面对状态动作空间较大的无人机抗干扰通信场景时，存在维度爆炸、环境探索效率较低等问题，导致抗干扰性能下降。针对上述问题，可以结合基于模型的强化学习、深度神经网络和最大熵[27]等技术实现高效的状态动作探索，缩短抗干扰算法的收敛时间。

在无人机和无人机辅助的通信网络中，可以使用强化学习进行轨迹、功率等 控制实现抗干扰通信[28]。例如，文献[29]设计了一种无人机对地面进行感知并回传数据的模型，并提出使用强化学习可以在轨迹控制、功率分配、子信道分配等方面进行优化，提升通信性能。作者设计了一个基于Q学习的轨迹无人机轨迹控制方案，使用无人机自身俭置信息优化飞行轨迹，提高感知和通信的效益。在有多个无人机作为中继的无人机抗十扰通信网络中，文献[30]设计了一种分布式强化学习方案，对每个光人机的中继功率独立地进行优化，降低整体无人机通信网络的能耗和误比特率。无人机还可结合多智能体强化学习技术，持续优化无人机向地面边缘设备卸载的数据量并选择通信协议类型，实现终端用户的低时延体验和无人机的高能效通信[31]。在无人机辅助车联网中，文献[32]提出了一种基于热启动Policyhillclimbing的强化学习方案，通过选择无人机的中继策略对抗智能干扰攻击。文献[33]基于深度强化学习和迁移学习技术，动态选择无人机抗干扰中继功率，对抗蜂窝网络中的智能干扰攻击，并解决通倍环境的高维状态空间和网络动态性等问题。文献[34]出了一种基于领域知识的强化学习无人机抗于扰方案对抗智能干扰攻击，使用领域知识压缩无人机抗干扰的高维状态空间，提高无人机轨迹和功率抗干扰策略的收敛速度。文献[35]把无人机抗干扰通信建模为斯塔伯格分层博奔模型，并设计了-种基于Q学习的信道选择算法，动态优化无人机的信道接入策略，可以提升无人机网络通信总速率。文献[36]所提方案观测自身的信道状态和干扰机的干扰功率，使用Q学习算法获得无人机功率控制策略。考虑到于扰攻击者的主观性，文献[37]提出一种基于前景理论的无人机抗干扰模型，并利用深度强化学习算法优化无人机的功率控制策略实现安全通信速率和信干比的提升。在无人机网络中，还可以通过机器人中继技术，利用强化学习优化机器人的移动性和中继功率，实现高能效、高可靠的无人机通信5。针对无人机视频传输场景，文献[38]提出基于强化学习的抗干扰视频传输方案，联合优化了视频传输参数和无人机的通信信道、功率等通信参数，来满足用户的视频传输体验质量需求并降低能耗。文献[39]提出可以使用基于WoLF—PHC算法联合优化发射功率和无人机轨迹实现无人机抗干扰效益和信干比的提升。

到目前为止在利用强化学习进行抗干扰的研究已经有很多，但是仅仅基于无人机之间的通信抗干扰的场景研究仍然较少，目前的研究难点主要在于模型训练的收敛性问题与模型的泛化性能保障两点。

# 研究意义和挑战

## 研究意义

无人机通信网络部署灵活、成本较低，在军事和民用领域都有巨大发展前景。然而无人机通信往往具有移动性较强、存在视距传输信道、通信距离较远等特点，且无人机自身计算、存储和通信资源较为有限，因此无人机通信的可靠性面临挑战。并且由于无线通信信道的开放特性，无人机通信容易受到智能敌意干扰攻击，可能导致业务中断、电量耗尽，甚至无人机坠毁等严重后果。因此研究存在智能敌意干扰机时如何保证无人机的通信安全具有重要意义。

传统无线网络中的抗干扰技术，如跳频和扩频通信等，由于无人机通信中的带宽资源和能耗受限，直接应用有一定局限。无人机还可以利用自身高移动性通过轨迹控制实现抗干扰通信[40]，但现有的无人机轨迹控制方案往往基于特定的无人机信道模型、干扰机位置和干扰策略等信息。此外还可以使用凸优化等方法获得轨迹控制策略，然而无人机的信道模型较为复杂，对现实无人机信道进行精确建模较为困难，且干抗机可能采用智能算法对干找策略持纹进行优化，使得干找策略更以预测，进而导致抗干扰性能下降。

功率控制技术可以在能量受限的无人机通信系统中，提高无人机通信的抗干扰性能，并节约网络中通信设备的能耗[41]。但是当通信时选择的发射功率较低时，可能会因为智能干扰机的强干扰导致通信质量急剧下降。因此，如何选择合适的发射功率，在通信能耗和通信质量之间进行权衡，是使用功率控制抗干扰技术的一个重要挑战。

综合以上研究难点，强化学习技术可以直接从部分可观察的无人机通信环境中获取抗干扰通信经验，结合运用多种抗干扰手段，组合优化抗干扰局策略，无需依赖于干扰机位置和干扰策略等难以在实际无人机通信环境中获取的信息[42]，直接进行端到端的抗干扰实现方式，因此具有很大的研究意义。但是由于无人机通信具有较大的状态动作空间，高维度的动作空间将导致训练难度的大幅度增加，利用该方法进行抗干扰任务时也面临着许多挑战，在设计基于强化学习的无人机抗干扰方案时，如何高效地探索抗干扰状态和策略是一个难点。
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# 课题研究目标

本课题的研究目标是利用深度强化学习网络的自适应性优化决策能力，融合传统的跳频和扩频抗干扰技术、轨迹规划和功率控制技术等实现多种抗干扰手段的协作。通过设计与训练模型一方面实现传统抗干扰手段的自适应优化参数决策，另一方面实现对不同电磁环境干扰手段的自适应选择。

本课题的研究内容主要由以下几点：

1）基于强化学习的组合抗干扰能力模型：本课题通过优化或融合多种现有发展的抗干扰手段，实现强对抗场景下的抗干扰能力的提升，因此根据不同抗干扰手段应对不同干扰类型的效果差异，通过强化学习模型评估该抗干扰方法所带来的增益效果，从而在不同干扰器，例如持续干扰、随机干扰、扫频干扰、自适应干扰、智能干扰和反应式干扰等产生的干扰场景下，采取对应效果的抗干扰方式或者结合多种抗干扰方式实现最佳决策。因此以上研究目标要求所设计的强化学习模型能够正确评估不同抗干扰模型在不同干扰场景下的能力，为此主要研究对深度神经网络部分引入注意力机制，使得接收机在抗干扰时能够关注相对重要的部分，来提高抗干扰性能。通过构建基于混合注意力机制的卷积神经网络和基于高效通道注意力机制的卷积神经网络提高组合抗干扰能力模型的预测精度与模型训练的收敛速度。

2）基于集中式全局信息训练与决策的无人集群智能组网架构

深度强化学习模型的训练与部署是实现基于强化学习抗干扰的关键内容，其中不同的训练和部署模式取决于模型输入信息的获取。本研究方向利用全局信息，包括所有无人机节点收集的动态空间谱信息、移动信息和功率信息等作为模型训练数据，能够实现信息的融合利用，从而充分提取当前全局电磁场景信息和任务信息下的特征，实现优化综合运用多种抗干扰技术决策的智能组网，通过设计该智能组网架构实现对应干扰方式的决策参数和组合参数输出。

3）基于多智能体的分布式强化学习抗干扰决策模型

由于无人机之间通信容量受限，因此抗干扰模型的部署应当尽可能降低获取信息带来的额外通信开销，所以节点抗干扰算法应当只依据本地的局部信息作为建模决策的依据。本研究内容通过利用集中式训练和决策智能组网架构实现分布式模型的部署，并且重点是保障和训练模型的一致性问题。因为各节点不利用全局信息，而是只通过本节点获取的本地信息作为模型的输入，缺少全局决策的优化，节点间的局部决策优化无法实现全局最优决策，因此本课题通过引入多智能体强化学习思想，通过建模各节点行为，以增加局部节点间相互决策的影响部分，实现多智能体联合优化抗干扰决策输出，降低由于局部信息不充分带来的决策无法达到全局最优的问题。

本课题拟解读的关键问题对应而来主要有以下几点：

1)集中式学习分布式执行二者之间模型的预测一致性保障。

2)引入多智能体强化学习算法以提高对环境的建模能力优化分布式决策

3)利用强化学习建模评估不同抗干扰技术对不同干扰器的能力。

4)利用强化学习模型优化传统抗干扰技术参数空间。

5)融合多种抗干扰技术，实现不同抗干扰技术的最优化组合

6)通过限制参数空间保障模型训练效果以及模型的收敛性。

# 研究方案

本课题采取计算机仿真的方式进行研究，通过设计仿真场景和开发所需的仿真功能模块实现并验证算法效果。仿真工具包含两部分：

1）网络仿真采用EXATA网络仿真软件。EXata 是一个由C++语言开发的强大的网络仿真平台，用于建模和分析无线和有线网络的性能。它支持各种网络协议和通信技术，包括移动 ad hoc 网络、传感器网络和多媒体通信。EXata 采用模块化设计，允许用户灵活定制仿真环境，以便进行不同场景和应用的测试。其特点包括高精度的物理层建模、支持大规模网络仿真以及与其他工具的集成能力，使其在学术研究、工程设计和网络优化等领域得到了广泛应用。通过 EXata，研究人员和工程师可以深入了解网络行为，评估新技术的性能，并优化网络架构。

2）强化学习建模与训练过程采用Pytorch。PyTorch 是一个由 Meta（原 Facebook）主导开发的开源深度学习框架，以其灵活性和易用性广受欢迎。它采用动态计算图（Dynamic Computation Graph），允许用户在运行时定义和修改模型结构，使调试和开发更加便捷。PyTorch 提供了强大的张量计算库和自动微分工具，适合处理复杂的深度学习任务，并在计算机视觉、自然语言处理等领域有着广泛应用。PyTorch 拥有丰富的模型层和优化器库，同时支持CPU和GPU加速。它还与其他深度学习库如 torchvision、torchtext 等配合使用，提供了大量预训练模型和工具包。2019 年发布的 PyTorch 1.0 版本集成了高性能的 C++ 后端Libtorch，从而在性能上与 TensorFlow 等框架持平，使 PyTorch 在学术界和工业界获得了广泛采用。此外，PyTorch 还包含分布式训练、混合精度训练等功能，满足从快速原型设计到大规模生产部署的多种需求。本仿真研究使用Libtorch作为强化学习的算法部分，用于在EXATA中完成对网络仿真数据的在线处理。

本课题的研究方案设计分为以下部分：

1）场景建模：通过exata仿真软件建模相应的场景，分为无人机集群部分以及干扰机两部分，无人机集群设计相应的任务信息和网络业务进行通信，包括机间链路和无人机与基站之间的通信链路。MAC层采用TDMA协议，路由协议采用OLSR协议，物理层采用802.11进行传输。干扰机采用压制式干扰，干扰信号的产生方式使用基于Q学习的智能式干扰机，干扰机设计对应的移动该模型。通过无人机网络和干扰机的建模设计相应场景，用于后续数据采集以及模型训练和效果验证。

2）多种抗干扰算法实现：本课题研究的抗干扰方案综合运用多种抗干扰算法，因此需要从不同协议栈实现对应的抗干扰算法，拟实现的抗干扰包括传统的抗干扰算法（如扩频和跳频技术）和轨迹规划与功率控制算法等，需要设计对应的算法实现，并且设计对应的参数接口，用于后续的强化学习训练和部署。

3）强化学习模型设计：设计基于价值的强化学习模型，利用libtorch库进行网络模型的设计并融合到exata中实现在线训练和部署，确定输入的数据维度与指标，明确输出参数的对应。搭建的模型基于DQN进行对应的注意力机制设计以及其他深度神经网络领域相关的最新进展，以获得最优的训练与部署效果。

4）模型训练与调整：通过仿真采集数据进行强化学习模型的集中式训练，并且根据效果进行模型超参数的调整，包括学习率、优化器、回报函数参数等，获得最佳的训练效果并验证模型收敛性。

5）分布式算法验证：将算法实际部署在对应场景中分析抗干扰性能的全方位评估，包括能量管理、性能提升等方面。最后需要验证模型的泛化能力，通过部署不同的干扰场景测试对应的抗干扰性能。

本课题的可行性分析为：本算法利用深度强化学习集中式训练模型并且分布式执行，模型训练阶段输入的数据为各节点接收机收到的信息，包括到达率、功率以及链路质量等信息，通过设计回报函数指导对应的抗干扰参数优化以及对应的抗干扰方式选择，根据抗干扰技术原理以及强化学习特点，该方法能够保证实现，但效果还需要验证。

# 创新点

本课题有以下创新点：

1）基于集中式全局信息训练与决策的无人集群智能组网架构

该智能组网架构利用全局信息进行集中式训练和决策，通过输入全局信息进在整体层面进行决策输出，能够从全局层面优化抗干扰决策。该方案通过实现基于强化学习的组合抗干扰能力建模，和以往抗干扰技术应对某特定的干扰类型不同，能够根据不同干扰场景，综合运用多种抗干扰手段，决策每种抗干扰手段的最优化参数以及多种抗干扰手段的最优化组合参数，以适应复杂时变的强对抗干扰场景，从而提高综合抗干扰能力。

2）基于多智能体的分布式强化学习抗干扰决策模型：

本课题通过引入多智能体强化学习，和以往利用全局信息进行决策的算法不不同，能够在只利用节点本地信息的情况下最大程度实现全局抗干扰决策的最优化输出。本课题适应无人机之间通信容量受限的场景，各节点不利用全局信息，而是只通过本节点获取的本地信息作为模型的输入，由于缺少全局决策的优化，节点间的局部决策优化无法实现全局最优决策，通过引入多智能体强化学习架构，以增加局部节点间相互决策的影响部分，实现多智能体联合优化抗干扰决策输出，降低由于局部信息不充分带来的决策无法达到全局最优的问题。

# 计划进度和预期成果

本课题的计划进度如下表：

|  |  |  |
| --- | --- | --- |
| 时间 | 进度 | 具体内容 |
| 2024.11 | 场景建模 | 建模相应的场景，包括无人机集群和干扰机建模 |
| 2024.12-2025.01 | 多种抗干扰算法实现 | 拟实现包括传统的抗干扰算法（如扩频和跳频技术）和轨迹规划与功率控制算法等 |
| 2025.01-2025.03 | 强化学习模型设计 | 设计基于价值的强化学习模型，利用libtorch库进行网络模型的设计并融合到exata中实现在线训练和部署 |
| 2025.03-2025.04 | 模型训练与调整 | 根据效果进行模型结构参数和超参数的调整 |
| 2025.04-2025.05 | 多智能体算法验证 | 算法实际部署在对应场景中分析抗干扰性能的全方位评估，验证模型的泛化能力 |

本课题的预期成果如下：本利用深度强化学习集中式训练模型并且分布式执行，模型训练阶段输入的数据为各节点接收机收到的信息，包括到达率、功率以及链路质量等信息，通过设计回报函数指导对应的抗干扰参数优化以及对应的抗干扰方式选择，能够处理在压制式智能干扰场景下实现针对单一或传统抗干扰手段抗干扰能力的提升。

# 现有工作积累

本课题现有的有关工作内容

1. 基于策略梯度下降（DDPG）模型的OLSR自适应控制包发包调整算法
2. 基于DQN的OLSR自适应控制包发包调整算法