基于高阶展开的测斜仪测量误差及不确定度分析

摘要

本文针对测斜仪数据的拟合问题，提出了一种基于高阶展开的综合拟合方案。通过对测斜仪数据的分段处理、模型拟合、残差分析以及蒙特卡洛模拟，系统地评估了不同模型在不同角度范围内的拟合效果和不确定度。研究结果表明，一次项模型在小角度范围内拟合效果良好，适用于对计算资源有限制且测量角度较小的场景；而三次项模型在更广泛的角度范围内具有更好的拟合精度，尤其是加入常数项后，能够更有效地补偿系统误差。同时，最小条件数方法在某些情况下相较于最小二乘法具有更好的拟合效果。通过蒙特卡洛模拟，量化了模型参数的不确定度，为测斜仪数据的高精度处理提供了理论依据和实践指导。最终选定的常数项、一次项和三次项模型在整体角度范围内展现了优越的拟合性能和稳定性。
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一、引言

（一）研究背景

在现代工程测量中，测斜仪作为一种高精度的测量仪器，被广泛应用于监测建筑物的倾斜、桥梁的挠度以及地质灾害中的边坡稳定性等场景[1]。然而，测斜仪的测量结果往往受到多种因素的影响，如仪器本身的系统误差、环境因素（温度、湿度等）以及操作过程中的误差等。这些误差的存在会降低测量结果的精度和可靠性，因此对测斜仪数据进行精确处理和误差分析具有重要的实际意义。

（二）研究目的和意义

本文的主要研究目的是通过对测斜仪数据进行高阶展开拟合，建立能够准确描述测斜仪测量误差的数学模型，并对其不确定度进行量化分析。通过构建高精度的误差模型，可以有效补偿测斜仪的测量误差，提高测量结果的准确性和可靠性。这对于工程测量中的高精度要求场景具有重要的应用价值，同时也为测斜仪的校准和优化提供了理论依据。

（三）研究方法概述

本文采用最小二乘法和最小条件数方法对测斜仪数据进行拟合，分别建立了一次项模型、一次项和常数项模型、一次项和三次项模型以及常数项、一次项和三次项模型。通过对不同模型的拟合效果进行评估和比较，确定了最适合测斜仪数据的高阶误差模型。同时，采用蒙特卡洛模拟方法对模型参数的不确定度进行量化分析，评估模型的稳定性和可靠性。

二、实验方法

（一）数据获取与预处理

实验数据来源于测斜仪的实测数据，包含正负两个方向的测量结果。数据预处理步骤如下：

1. 合并正负方向数据：将正负方向的数据合并，并按角度大小进行排序，确保数据的连续性和完整性。

2. 去除重复角度值的数据点：通过筛选和处理，去除重复角度值的数据点，确保数据的唯一性和准确性。

3. 分段处理：从 -1° 到 1° 开始，逐步扩展到 -30° 到 30°，每 1° 为一个分段，确保每段至少包含 5 个数据点。这种分段处理方式有助于详细分析不同角度范围内的测量误差特性。

（二）模型阶数确定

为了确定误差模型的阶数，我们对原始数据的残差进行了一系列分析。通过对残差进行求三阶导数，发现其曲线基本为常数，这表明误差具有三阶导数为常数的特性，符合泰勒展开的特性。因此，我们确定误差模型可以为三阶多项式，即包含常数项、一次项和三次项的模型。这一分析结果为后续的模型构建提供了理论依据，也验证了三阶模型在描述测斜仪测量误差方面的适用性和准确性。

（三）模型拟合方法

本文采用了两种主要的拟合方法：最小二乘法和最小条件数方法。这两种方法在处理不同复杂度的模型时表现出各自的优势。

1. 最小二乘法

最小二乘法是一种经典的参数估计方法，通过最小化观测值与模型预测值之间的平方差来求解模型参数。其数学表达式为：

其中，为观测值， 为模型预测值，为模型参数向量。

通过对目标函数求导并令导数为零，可以得到正规方程：

解此方程可得参数估计值：

2. 最小条件数方法

最小条件数方法是一种通过优化条件数来提高矩阵数值稳定性的方法，它通过添加一个小的扰动项来改善矩阵的条件数，从而提高参数估计的稳定性。其目标函数为：

其中，是正则化参数，用于控制正则化项的权重。

通过对目标函数求导并令导数为零，得到修正后的正规方程：

解此方程可得参数估计值：

（四）模型结构

本文构建了以下四种模型：

1. 一次项模型：仅考虑角度的一次项对输出的影响，模型形式为：

2. 一次项和常数项模型：同时考虑角度的一次项和常数项，模型形式为：

3. 一次项和三次项模型：同时考虑角度的一次项和三次项，模型形式为：

4. 常数项、一次项和三次项模型：引入常数项，模型形式为：

这些模型通过逐步增加高阶项，能够更好地捕捉测斜仪数据的非线性特性。

（五）模型评估指标

为了量化不同模型的拟合效果，本文采用以下评估指标：

1. 均方误差（MSE）：衡量观测值与模型预测值之间的平均平方差，值越小表示模型拟合效果越好。

2. 决定系数：衡量模型对观测数据的解释能力，值越接近 1 表示模型拟合效果越好。

3. 均方根误差（RMSE）：均方误差的平方根，与 MSE 类似，值越小表示模型拟合效果越好。

（六）蒙特卡洛模拟

为了评估模型参数的不确定度，本文采用蒙特卡洛模拟方法生成大量模拟数据，并对模拟数据进行拟合，统计模型参数的分布特性。具体步骤如下：

1. 数据生成：基于原始数据的残差分布，生成模拟数据。利用残差的均值和标准差，通过正态分布生成模拟残差，并将其加到原始数据上，得到模拟数据。

2. 参数估计：对每组模拟数据进行拟合，得到模型参数的估计值。

3. 统计分析：计算模型参数的均值和标准差，评估参数的不确定度。

蒙特卡洛模拟步骤

1. 读取数据：读取原始数据和残差数据。

2. 生成模拟数据：基于残差的均值和标准差，生成模拟数据。

3. 模型拟合：对每组模拟数据进行模型拟合，得到模型参数。

4. 统计分析：计算模型参数的均值、标准差，并进行正态性检验。

三、结果与分析

（一）分段拟合结果

以 ±30° 分段为例，展示了不同模型的拟合结果，包括拟合曲线、残差分布、残差直方图和残差散点图。结果显示，随着模型复杂度的增加（从一次项到包含常数项、一次项和三次项），模型的拟合效果逐渐改善，值提高，MSE 值降低。

|  |  |
| --- | --- |
|  |  |
| 一阶模型在 ±30° 分段的拟合曲线对比图 | 一阶+常数项模型在 ±30° 分段的拟合曲线对比图 |
|  |  |
| 一阶+三阶模型在 ±30° 分段的拟合曲线对比图 | 一阶+三阶+常数项模型在 ±30° 分段的拟合曲线对比图 |

- 图 1：不同模型在 ±30° 分段的拟合曲线对比图，展示各模型对数据的拟合效果，三次项模型在广泛角度范围内的拟合效果对比图，展示其优越的拟合性能。。

|  |  |
| --- | --- |
|  |  |
| 一阶模型在 ±30° 分段的残差分布图 | 一阶+常数项模型在 ±30° 分段的残差分布图 |
|  |  |
| 一阶+三阶模型在 ±30° 分段的残差分布图 | 一阶+三阶+常数项模型在 ±30° 分段的残差分布图 |

- 图 2：各模型的残差散点图，展示残差与拟合值之间的关系，显示残差的大小和分布情况。

|  |  |
| --- | --- |
|  |  |
| 一阶模型在 ±30° 分段的残差直方图 | 一阶+常数项模型在 ±30° 分段的残差直方图 |
|  |  |
| 一阶+三阶模型在 ±30° 分段的残差直方图 | 一阶+三阶+常数项模型在 ±30° 分段的残差直方图 |

- 图 3：残差直方图，用于观察残差的分布形态。

（二）模型比较

对比了最小二乘法和最小条件数方法在不同模型结构下的拟合效果。发现对于简单的一次项模型，两种方法的拟合结果相近；而对于包含高次项和常数项的复杂模型，最小条件数方法在某些情况下能够获得更高的 值和更低的 MSE 值，表明其对数据的拟合能力更强。

|  |  |
| --- | --- |
|  |  |
| 一阶模型最小二乘法和最小条件数方法的 值对比图 | 一阶+常数项模型下最小二乘法和最小条件数方法的 值对比图 |
|  |  |
| 一阶+三阶模型下最小二乘法和最小条件数方法的 值对比图 | 一阶+三阶+常数项模型下最小二乘法和最小条件数方法的 值对比图 |

- 图 4：不同模型结构下，最小二乘法和最小条件数方法的 值对比图。

|  |  |
| --- | --- |
|  |  |
| 一阶模型最小二乘法和最小条件数方法的 MSE 值对比图 | 一阶+常数项模型下最小二乘法和最小条件数方法的 MSE 值对比图 |
|  |  |
| 一阶+三阶模型下最小二乘法和最小条件数方法的 MSE 值对比图 | 一阶+三阶+常数项模型下最小二乘法和最小条件数方法的 MSE 值对比图 |

- 图 5：不同模型结构下，最小二乘法和最小条件数方法的 MSE 值对比图。

（三）参数变化趋势

绘制了不同角度范围内，模型参数（如 ）的变化趋势图。观察到模型参数随着角度范围的扩大呈现出一定的变化规律，这可能与测斜仪在不同角度范围内的测量特性有关。

|  |  |
| --- | --- |
|  |  |
| 一阶+三阶模型参数 随角度范围变化的趋势图 | 一阶+三阶+常数项模型参数 随角度范围变化的趋势图 |

- 图 6：模型参数 随角度范围变化的趋势图。

|  |  |
| --- | --- |
|  |  |
| 一阶模型参数 随角度范围变化的趋势图 | 一阶+常数项模型参数 随角度范围变化的趋势图 |
|  |  |
| 一阶+三阶模型参数 随角度范围变化的趋势图 | 一阶+三阶+常数项模型参数 随角度范围变化的趋势图 |

- 图 7：模型参数 随角度范围变化的趋势图。

|  |  |
| --- | --- |
|  |  |
| 一阶+三阶模型参数 随角度范围变化的趋势图 | 一阶+三阶+常数项模型参数角度范围变化的趋势图 |

- 图 8：模型参数随角度范围变化的趋势图。

（四）蒙特卡洛模拟结果

通过对模拟数据的拟合，得到了模型参数的分布直方图、正态概率图，并计算了参数的均值和标准差。结果显示，模型参数近似服从正态分布，且最小条件数方法得到的参数分布与最小二乘法相比具有更小的标准差，表明其参数估计更为稳定。

|  |
| --- |
|  |
|  |
|  |

- 图 9：模型参数的概率分布直方图。

蒙特卡洛模拟详细结果

1. 参数分布：绘制了模型参数的分布直方图，显示参数近似服从正态分布。

2. 正态性检验：采用 Kolmogorov-Smirnov 检验，验证参数分布的正态性。结果显示，所有参数的 p 值均大于 0.05，表明参数分布与正态分布无显著差异。（p 值是在假设检验中用来衡量观测结果显著性的指标，表示在原假设成立的情况下，出现当前样本结果或更极端结果的概率。在 Kolmogorov-Smirnov 检验中，p 值用于判断样本数据是否服从正态分布。）

3. 不确定度评估：计算了模型参数的均值和标准差，量化了参数的不确定度。

（五）小角度拟合效果

一次项模型在小角度范围内拟合效果良好，适用于对计算资源有限制且测量角度较小的场景。其原因在于小角度情况下测斜仪的测量误差与角度之间往往呈现出较好的线性关系，一次项模型足以捕捉主要的变化趋势。

|  |  |
| --- | --- |
|  |  |
| 一阶模型最小二乘法和最小条件数方法的拟合效果图 | 一阶+常数项模型下最小二乘法和最小条件数方法的 拟合效果图 |

- 图 10：小角度范围内（如 ±10°），一次项模型的拟合效果图，展示其良好的线性拟合能力。

（六）三次项模型的普遍性及常数项的作用

三次项模型在更广泛的角度范围内具有更好的拟合精度，尤其是加入常数项后，能够更有效地补偿系统误差。常数项可以对测斜仪的零点漂移等系统误差进行有效补偿，使得模型能够更精准地贴合实际测量数据。通过比较不同模型的 值，发现加入常数项后的模型在各个角度范围内的 值均显著提高，表明常数项的引入显著提升了模型的拟合能力。

|  |  |
| --- | --- |
|  |  |
| 一阶+常数项模型与一阶模型差值图 | 一阶+三阶+常数项模型与一阶+三阶模型差值图 |

- 图 11：加入常数项前后的模型 值对比图，直观显示常数项对模型拟合能力的提升。

（七）最终模型确定

通过对不同角度范围的分段拟合结果进行综合分析，最终选定常数项、一次项和三次项模型作为最终模型。该模型在广泛的角度范围内展现出优越的拟合性能，其 值显著高于其他模型，且通过蒙特卡洛模拟得到的参数估计稳定，不确定度在可接受范围内。这表明常数项、一次项和三次项模型不仅能够有效捕捉测斜仪数据的非线性特性，还能提供可靠的测量结果，适用于各种工程测量场景。

|  |
| --- |
| 图表, 折线图  AI 生成的内容可能不正确。 |
| 一阶+三阶+常数项模型在 ±30° 分段的拟合曲线对比图 |

- 图 12：最终选定模型在整体角度范围内的拟合效果图，展示其优越的拟合性能和稳定性。

四、讨论与结论

（一）模型选择

研究表明，常数项、一次项和三次项模型能够更准确地拟合测斜仪数据，适应测斜仪在不同角度范围内的非线性特性。在实际应用中，应根据数据特点和测量精度要求选择合适的模型结构。一次项模型在小角度范围内拟合效果良好，适用于对计算资源有限制且测量角度较小的场景；而三次项模型在更广泛的角度范围内具有更好的拟合精度，尤其是加入常数项后，能够更有效地补偿系统误差。

（二）拟合方法比较

最小条件数方法在处理复杂模型时表现出一定的优势，尤其是在提高拟合精度和稳定性方面。然而，该方法的计算复杂度相对较高，对于大规模数据处理可能需要更多的计算资源和时间。

（三）不确定度评估

蒙特卡洛模拟为模型参数的不确定度评估提供了一种有效手段。通过模拟，可以量化模型参数的分布特性，为测量结果的不确定度评定提供依据。结果显示，模型参数的不确定度在可接受范围内，表明所提出的拟合方法具有较高的可靠性。

（四）误差模型分析

对原始数据的误差进行分析，发现误差具有中心对称性，符合泰勒展开的特性。通过构建三阶误差模型（不包含偶次项），验证了模型的可行性和准确性。一阶模型适用于小角度范围，而三阶模型在更广泛的角度范围内表现出更好的拟合效果。

（五）加入常数项后拟合度更好的原因

1. 模型更灵活：无常数项的模型必须通过坐标原点，而有常数项的模型可以自由地在垂直方向上平移，更好地适应数据的整体趋势。

2. 数据的实际情况：实际测量数据往往受到各种因素的影响，常数项可以用来补偿这种偏差，使模型更贴近实际数据。

3. 评估指标的改善：加入常数项后，模型可以更好地捕捉数据的整体趋势，从而提高 值，降低 MSE 和 RMSE 值。

（六）最小二乘法和最小条件数法得到的 k 值不同但 R² 相同的原因

1. 模型复杂度和参数解释的差异：不同的参数组合可能都能很好地解释数据的变异。

2. 正则化的影响：最小条件数法引入了正则化，这会改变参数估计值，但并不直接针对 优化。

3. 数据特性：数据可能对某些参数的变化不敏感。

4. 数值优化的差异：不同的优化算法可能收敛到不同的解。

（七）验证和进一步分析

1. 检查残差：比较两种方法的残差分布和残差大小。

2. 可视化结果：绘制两种方法的拟合曲线和数据点，观察它们在不同区域的拟合情况。

3. 敏感性分析：对模型参数进行敏感性分析，观察参数变化对模型输出的影响。

4. 交叉验证：使用交叉验证评估两种方法的泛化能力，观察它们在不同数据子集上的表现。

（八）最小二乘法和最小条件数法的不同之处

1. 对结果的影响：最小二乘法对数据中的噪声较为敏感，而最小条件数法通过添加正则化项，提高了参数估计的稳定性。

2. 适用场景：最小二乘法适用于数据噪声较小、设计矩阵条件数良好的情况；最小条件数法适用于数据噪声较大或设计矩阵条件数较差的情况。

综上所述，本文所提出的基于高阶展开的测斜仪数据拟合方案，通过详细的实验分析和结果评估，为测斜仪数据的高精度处理提供了一套完整的方法体系，具有重要的理论价值和实际意义。最终选定的常数项、一次项和三次项模型在整体角度范围内展现了优越的拟合性能和稳定性，为测斜仪数据的精确处理提供了可靠的解决方案。同时，通过加入常数项和使用最小条件数法，进一步提高了模型的拟合精度和稳定性。