# 故障处理

## 1./var 硬盘告警

描述：今天一早收到监控的提醒，说009机器/var空间已经占用达到90%，需要紧急处理

分析：回到公司登录009机器，开始排查

1. root用户通过df -h查看各个分区详情，看到/var果然占用超过90%,总空间6.5G,

剩余850M

1. cd /var ; du -h --max-depth=2 查看哪些目录占用最大,--max-depth=2意思是显示两级目录，防止文件过多，-h 全称为--human-readable 以人类可读的形式显示
2. 看到/var/spool/postfix/maildrop/ 这个目录占用空间达5G以上，google发现这些文件都是因为系统有计划任务而产生output和warning，会给cront所有者发送邮件，而邮件发送不成功则会造成邮件大量堆积

处理：

1. 修改/etc/crontab将‘MAILTO=root’替换成‘MAILTO=""’
2. 修改完成后重启crond,命令service crond restart