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**一、题目**

基于机器学习的脑卒中预测

**二、预计成果**

使用机器学习方法来探究影响中风的主要因素并对脑卒中进行预测，选择合适的分类模型，得到影响中风的主要特征，预测一个人患中风的可能性，帮助医生决策，为大家尤其是老人群体提供预防中风的建议。

**三、目的与意义**

调查显示，城乡合计脑卒中已成为我国第一位死亡原因，也是中国成年人残疾的首要原因，脑卒中具有发病率高、死亡率高和致残率高的特点，早期发现并对其干预治疗对提升脑卒中治疗效果减少医疗花费具有重要意义。目前脑卒中病情诊断主要依赖于医生的工作经验，受到医生的主观因素影响。为此本文基于机器学习构建脑卒中预测模型，实现对患者脑卒中病情的客观筛查及预防，用以辅助医生决策。

**四、任务与要求**

任务：本次研究的主要任务是基于建立机器学习模型来探究影响中风的主要因素并对脑卒中进行预测。通过描述性统计分析得到各变量之间的相关性情况；通过分析脑卒中预测数据集，将是否患有中风作为分类目标，分析影响中风的指标；使用机器学习方法建模评估，选择合适的分类模型，得到影响中风的主要特征，用以辅助医生决策。

要求：根据研究方向，独立进行文献查找和分析文献资料；能够独立查找、翻译和分析外文资料；参考国内外研究现状和成果、独立分析、写作、完成完整的毕业设计。

1. 开题报告不少于3000字，文献综述不少于2000字；
2. 翻译文章不少于2500汉字(附原文)；
3. 正文不少于18000字，包括200字左右的中英摘要，3~5关键词。

**五、具体内容**

第一部分 使用python工具对脑卒中数据进行包括均值填充、数据变换、数据清理等的数据预处理，运用过采样方法解决数据不平衡问题。

第二部分 通过描述性统计分析得到各变量之间的相关性情况，得到影响中风的主要特征。

第三部分 阐述机器学习方法的基本理论，包括随机森林，决策树等，模型训练过程中遇到的问题以及解决方法。

第四部分 选取多个机器学习模型进行预测分析，并对模型性能评估。

第五部分 通过对各个模型指标的对比，选出最优的机器学习模型，并使用最优的模型进行预测分析，并利用预测结果辅助医生决策。

**六、研究成果**

通过描述性统计分析得到各变量之间的相关性情况，并得到影响中风的主要因素。利用机器学习对脑卒中进行预测，不断提高脑卒中预测模型的精度，实现对患者脑卒中病情的客观筛查及预防，并利用预测结果辅助医生进行决策，成果以毕业设计展示。

**七、时间安排**

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 论文各阶段名称 | 日期（教学周） | 备注 |
| 1 | 提交毕业论文题目 | 第7学期期末（1月） | 指导老师提交选题申请表 |
| 2 | 下达毕业论文指导书 | 第7学期期末（1月） | 指导老师提交任务书 |
| 3 | 收集阅读文献，调研最新研究进展，完成开题报告和外文翻译。 | 第8学期第4周—第5周 | 学生提交开题报告、外文翻译 |
| 4 | 收集阅读文献，针对论文题目开展研究。 | 第6周—第9周 | 完成中期检查 |
| 5 | 撰写论文，完成初稿。 | 第10周—第13周 | 学生提交论文初稿 |
| 6 | 修改论文，完成第二稿。 | 第14周 | 学生提交论文第二稿 |
| 7 | 进一步修改论文，完成论文定稿。 | 第15周 | 学生提交论文定稿 |
| 8 | 完成论文装订，指导教师、评阅教师先后评阅论文。 | 第16周 | 学生装订论文，指导老师、评阅教师完成打分 |
| 9 | 毕业答辩 | 第17周 | 教师提交学生毕业论文最终成绩 |
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