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1. “Mode Collapse” describes a state in which after training a GAN, the generated samples are not diverse and distributed and the wanted distribution (as we planned for a wide variety of samples and the GAN keeps generating the same samples as it managed to fool the discriminator well with these samples). We saw an example of several gaussians distribution when the GAN mode collapsed to generate only one gaussian instead of having uniform distribution between the gaussians.
2. In MNIST it would look like creating the same digit (for example 0), in which it managed to fool the discriminator, instead of generating all the numbers in a uniform distribution.
3. We can run unsupervised state of the art clustering methods that will cluster the generated samples to some centers that will reflect the true digit (like k-means/EM or spectral clustering), or we can run a state of the art MNIST classifier on the generated samples and classify them to some digit.   
   Natasha can then check if the distribution between each 10,000 samples is uniform based on the number of samples generated per digit. There are ways to accept (“not reject” is more accurate) this zero hypothesis in a high significance level (95% or 99%) based on the statistics collected.  
   A weak point might be the fact that we don’t have a true label for these generated samples. To overcome this problem, we can use an encoder part of VAE and encode the samples to some latent space and try to see if the generated samples from this latent space by the generator are the same.  
   Another weak point might be the small number of seeds taken. It should be done on a big amount of trainings with random seeds to assure the hypothesis.
4. ניתן לבצע את השיפורים הבאים במבנה הארכיטקטורה והאימון:
   1. להוסיף עוד שכבת/ות FC לפני שכבת ה FC האחרונה עם 3 נוירונים. כך הייצוג הנלמד של הפיצ'רים המורכבים נלמד לוקטור קידוד ולא ישר משכבת הקונוולוציה שלומדת דברים מרחביים (reception fields) יותר. בדומה לעיבוד מידע במוח אחרי שקלטנו מה אנו רואים וצריך לתרגם למילה בדומה ל BOW.
   2. לשים מסווג ליניארי עם softmax במוצא במקום שכבה FC רגילה שעושה פעולות לא לינאריות על המוצא.
   3. לבצע cross validation על ה hyper parameters ולחפש בצורה רנדומלית על כל אחד עם כל אחד, כך מכסים יותר נקודות ב grid של החיפוש עבור ה hyper parameters המתאימים (learning rate, batch size, dropput). כמו כן, להוסיף שכבות של batch normalization.
   4. להקטין את גדלי הפילטרים אך להוסיף שכבת conv נוספת. כלומר ה 7x7 יוחלף ב 3x3. אך נוסיף עוד שכבות conv עם 3x3. כך שה receptive field יישמר. בכך הרשת תהיה פחות מסובכת לאמן ועם נטייה ל overfit (פחות פרמטרים ללמוד) . כל 3 שכבות של 3x3 ידרשו 9+9+9=27 לעומת 7x7=49 (בהנחה שבמצטבר העומקים של שכבת המוצא יהיו כמו העומק של שכבת המוצא 7x7 אחרת נוסיף הרבה מאוד משקלים)