**1. Algorithm Name**

[SubspaceKMeans](https://github.com/tetutaro/subspacekmeans)

**2. Reference**

Dominik M, Wei Y, Claudia P, Christian B. (2017). "Towards an Optimal Subspace for K-Means ". [KDD '17](http://www.kdd.org/kdd2017/" \o "Conference Website" \t "_self), Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining: Pages 365-373, Ludwig-Maximilians-University Munchen, Munich, Germany

**3. Motivation for the algorithm (or which problems it tries to solve?)**

The interpretation of what K-means algorithm finds becomes increasingly difficult with growing number of dimensions. Even in lower dimensional spaces it is sometimes hard to tell what structure the algorithm has found.

SubKmeans, is a technique, which extends k-means. It finds a clustering partition and simultaneously a transformation which highlights the structure found in the dataset.

**4. Short Description:**

With in each iteration step sub-kmeans rotates the data based on the current cluster partition. Than, it splits the new feature space in to two orthogonal subspaces first subspace represents the clusters and we call it the cluster subspace. The second space is the complementing space and it is assumed to be unimodal of no cluster structure containing only noisy features. The dimensionality of these two subspaces is optimized in the same time. So sub-kmeans rotates and partitions the data such that the clustered space is a permanent cluster structure and contains only relevant features.

**5. Pseudo-Code**

|  |  |
| --- | --- |
| **Symbol** | **Interpretation** |
|  | Dimensionality of original space |
|  | Dimensionality of the clustered space |
|  | Number of Clusters |
|  | Set of all objects |
|  | Set of objects assigned to cluster i |
|  | A data point or object |
|  | Dataset mean in the original space |
|  | Mean of cluster i in the original space |
|  | Scatter matrix of the dataset in the original space |
|  | Scatter matrix of cluster i in the original space |
|  | See definition in Formula 3 |
|  | Projection onto the first m attributes |
|  | Projection onto the last d −m attributes |
|  | (orthonormal) matrix of a rigid transformation |
|  | l × l identity matrix |
|  | l × r zero matrix |

Remarks:

1. **Don’t copy the code/equations as figures – write your own equations using MS Equation Editor**
2. **Provide two pseudo-code: one for build and one for classify**
3. **Use proper indentation + lines number**
4. **Use the following notations:**
5. ![](data:image/x-wmf;base64,183GmgAAAAAAAGARQAIACQAAAAAxTQEACQAAA0oCAAACAMMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAREwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////IBEAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMB7gQcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bbHbAYG923StmpgQAAAAtAQAACgAAADIKAAAAAAIAAAAxMcwBwAEFAAAAFAKAAZ4CHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm2x2wGBvdt0rZqYEAAAALQEBAAQAAADwAQAAFQAAADIKAAAAAAkAAAAoLCwuLi4sLClN1AL4AngAYABgAGAAOQNdAwADBQAAABQC4wFxDBwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADptsdsBgb3bdK2amBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAbW0rAsABBQAAABQCgAFAABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADptsdsBgb3bdK2amBAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAU3h5eHkAIATGAaQFJQIAAwUAAAAUAoABeAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdoQsChpIyiUAvNgSAA6bbHbAYG923StmpgQAAAAtAQAABAAAAPABAQAPAAAAMgoAAAAABQAAAD08Pjw+AKoBdgT0AjQFAAPDAAAAJgYPAHsBTWF0aFR5cGVVVW8BBQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1MAAgSGPQA9AgCCKAACBIY8ADwCAIN4AAMAGwAACwEAAgCIMQAAAQEACgIAgiwAAgCDeQADABsAAAsBAAIAiDEAAAEBAAoCBIY+AD4CAIIsAAIAgi4AAgCCLgACAIIuAAIAgiwAAgSGPAA8AgCDeAADABsAAAsBAAIAg20AAAEBAAoCAIIsAAIAg3kAAwAbAAALAQACAINtAAABAQAKAgSGPgA+AgCCKQAAAHYLAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKbdK2amAAAKAEcAigEAAAAAAQAAAAjjEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) - represent the training set which contains *m* instances
6. ![](data:image/x-wmf;base64,183GmgAAAAAAAAAMQAIACQAAAABRUAEACQAAAycCAAACAKcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAMEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////wAsAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBUgccAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bbHbAYG92sS1mjgQAAAAtAQAACQAAADIKAAAAAAEAAAAxecABBQAAABQCgAHUAhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADptsdsBgb3axLWaOBAAAAC0BAQAEAAAA8AEAABUAAAAyCgAAAAAJAAAAKCl7LC4uLix9EWgB4AG6AXgAYABgAGAAsAEAAwUAAAAUAuMBqQocAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bbHbAYG92sS1mjgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHp5wAEFAAAAFAKAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm2x2wGBvdrEtZo4EAAAALQEBAAQAAADwAQAAEAAAADIKAAAAAAYAAABkb215Y2PAAMAAyAFCAzQDAAMFAAAAFAKAARQFHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZFFQqViMslALzYEgAOm2x2wGBvdrEtZo4EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eQADpwAAACYGDwBEAU1hdGhUeXBlVVU4AQUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINkAAIAg28AAgCDbQACAIIoAAIAg3kAAgCCKQACBIY9AD0CAIJ7AAIAg2MAAwAbAAALAQACAIgxAAABAQAKAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAg2MAAwAbAAALAQACAIN6AAABAQAKAgCCfQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AjrEtZo4AAAoARwCKAQAAAAABAAAACOMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)- represents the set of classes.
7. *I* – represent an inducer (learning algorithm/base learner)
8. *Mt* – a classifier (classification model) that was trained.

**MultiBoost- Building the ensemble**

Input: *S* – a labeled training set

*I* – a based indcuer

*T* – number of iterations

*J* – vector of integers specifying the iteration at which each subcommittee

should terminate.

1. S’ 🡨S with instance weights assigned to be 1.

2. k🡨1

3. FOR t=1 to T

4. IF *Jk*=t THEN

5. reset S’ to random weights drawn from continuous Poisson distribution.

6. standardize S’ to sum to m.

7. k++

8. END IF

9. *Mt=I(S’)*

10. ![](data:image/x-wmf;base64,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)

11. IF ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFQAIACQAAAABRWQEACQAAA8EBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAFEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////wAQAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAoAB3AIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11OyhmKQQAAAAtAQAADAAAADIKAAAAAAMAAAAwLjUAwABgAAADBQAAABQC4wHqABwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXU7KGYpBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdHnAAQUAAAAUAoABKAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdYciCtPQR3sAuNgSAA6bmnXAYJ11OyhmKQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGV5AAMFAAAAFAKAAbYBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVUJwqNUEh7ALzYEgAOm5p1wGCddTsoZikEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAA+eQADgwAAACYGDwD8AE1hdGhUeXBlVVXwAAUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS1A2UDABsAAAsBAAIAg3QAAAEBAAoCBIY+AD4CAIgwAAIAgi4AAgCINQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AKTsoZikAAAoARwCKAQAAAAAAAAAACOMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) THEN

12. reset S’ to random weights drawn from continuous Poisson distribution.

13. standardize S’ to sum to m.

14. k++

15. GOTO 9

16. ELSE IF ![](data:image/x-wmf;base64,183GmgAAAAAAAOADQAIBCQAAAACwXwEACQAAA7kBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuADEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////oAMAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAoAB3AIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11vR5mZgQAAAAtAQAACQAAADIKAAAAAAEAAAAweQADBQAAABQC4wHqABwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXW9HmZmBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdHnAAQUAAAAUAoABKAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdZ4nClJwR3sAuNgSAA6bmnXAYJ11vR5mZgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGV5AAMFAAAAFAKAAbYBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHW8HwoVMEZ7ALzYEgAOm5p1wGCddb0eZmYEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAA9eQADfgAAACYGDwDyAE1hdGhUeXBlVVXmAAUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS1A2UDABsAAAsBAAIAg3QAAAEBAAoCBIY9AD0CAIgwAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBmvR5mZgAACgBHAIoBAAAAAAAAAAAI4xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) THEN

17. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGYAIBCQAAAADQWgEACQAAAzACAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+3////YAYAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAvQAiwUcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11fCBmMQQAAAAtAQAACgAAADIKAAAAAAIAAAAxMHAAwAEFAAAAFAKgAYgDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm5p1wGCddXwgZjEEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAAxMMAAAAMFAAAAFAIDAh4BHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm5p1wGCddXwgZjEEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB0MMABBQAAABQCoAFAABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1kREKiZBGewC42BIADpuadcBgnXV8IGYxBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYjAAAwUAAAAUAvQAEQUcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdRQfCsAwSHsAuNgSAA6bmnXAYJ11fCBmMQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC0wwAEFAAAAFAKgAeQBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWREQqKkEZ7ALzYEgAOm5p1wGCddXwgZjEEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAACsMAADjwAAACYGDwATAU1hdGhUeXBlVVUHAQUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISyA2IDABsAAAsBAAIAg3QAAAEBAAoCBIaQIawCAIgxAAIAiDAAAwAcAAALAQEBAAIEhhIiLQIAiDEAAgCIMAAAAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AMXwgZjEAAAoARwCKAQAAAAAAAAAACOMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

18. reset S’ to random weights drawn from continuous Poisson distribution.

19. standardize S’ to sum to m.

20. k++

21. ELSE

22. ![](data:image/x-wmf;base64,183GmgAAAAAAACAHQAQBCQAAAABwXQEACQAAA4oCAAAEAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABCAHEwAAACYGDwAcAP////8AAE0AEAAAAMD///+8////4AYAAPwDAAALAAAAJgYPAAwATWF0aFR5cGUAAPAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCAAK4AwUAAAATAgAC0AYFAAAACQIAAAACBQAAABQCjAOoAxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXU7KmaKBAAAAC0BAQAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFALNAWYFHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm5p1wGCddTsqZooEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAB0ecABBQAAABQCwwIeARwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXU7KmaKBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAdHnAAQUAAAAUAu8DSgYcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11OypmigQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAHR5wAEFAAAAFAJqAaQEHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXhGgpLEEh7ALjYEgAOm5p1wGCddTsqZooEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABleQADBQAAABQCYAJAAAkAAAAyCgAAAAABAAAAYnkAAwUAAAAUAowDiAUJAAAAMgoAAAAAAQAAAGV5AAMFAAAAFAJgAuQBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHUEHwo+0Ed7ALjYEgAOm5p1wGCddTsqZooEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAACseQADBQAAABQCjAOGBAkAAAAyCgAAAAABAAAALXkAA58AAAAmBg8AMwFNYXRoVHlwZVVVJwEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEsgNiAwAbAAALAQACAIN0AAABAQAKAgSGkCGsAwALAAABAAIEhLUDZQMAGwAACwEAAgCDdAAAAQEAAAoBAAIAiDEAAgSGEiItAgSEtQNlAwAbAAALAQACAIN0AAABAQAAAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AADsqZooAAAoARwCKAQAAAAD/////COMSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)

23. FOR each ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEYAIACQAAAADxWAEACQAAA7wBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoAEEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////QAQAAAYCAAALAAAAJgYPAAwATWF0aFR5cGUAAHAABQAAAAkCAAAAAgUAAAAUAoABEwQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11JCpmXQQAAAAtAQAACQAAADIKAAAAAAEAAAAneQADBQAAABQC4wEcARwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXUkKmZdBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAannAAQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11JCpmXQQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHhTuQIAAwUAAAAUAoABuwEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAddQWCkGwRnsAvNgSAA6bmnXAYJ11JCpmXQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAM5TAAOAAAAAJgYPAPYATWF0aFR5cGVVVeoABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAwAbAAALAQACAINqAAABAQAKAgSGCCLOAgCDUwACAIInAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBdJCpmXQAACgBHAIoBAAAAAAAAAAAI4xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

24. IF ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHYAIBCQAAAADwWwEACQAAA9kBAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoAHEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////QAcAAAYCAAALAAAAJgYPAAwATWF0aFR5cGUAAHAABQAAAAkCAAAAAgUAAAAUAoABGQIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ114Alm3gQAAAAtAQAACgAAADIKAAAAAAIAAAAoKeEBAAMFAAAAFALjAaEBHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm5p1wGCddeAJZt4EAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAAB0amot5AF5A8ABBQAAABQCgAFAABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXXgCWbeBAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAATXh5lHUCcwMAAwUAAAAUAoAB0gQcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdeQdCpUwRnsAvNgSAA6bmnXAYJ114Alm3gQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAALkpAAOXAAAAJgYPACMBTWF0aFR5cGVVVRcBBQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg00AAwAbAAALAQACAIN0AAABAQAKAgCCKAACAIN4AAMAGwAACwEAAgCDagAAAQEACgIAgikAAgSGYCK5AgCDeQADABsAAAsBAAIAg2oAAAEBAAAAsAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A3uAJZt4AAAoARwCKAQAAAAAAAAAACOMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)THEN

25. ![](data:image/x-wmf;base64,183GmgAAAAAAAGASYAIACQAAAAARTgEACQAAA0kCAAACAL8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmASEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////IBIAAAYCAAALAAAAJgYPAAwATWF0aFR5cGUAAHAABQAAAAkCAAAAAgUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11BB9mvAQAAAAtAQAAIgAAADIKAAAAABIAAAB3ZWlnaHQoKXdlaWdodCgpLzIUAagAbADAAMAAfgDhAaYCFAGoAGwAwADAAH4A4QG6AK4AAAMFAAAAFALjAdIFHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALjYEgAOm5p1wGCddQQfZrwEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABqanQErQhTA8ABBQAAABQCgAECBRwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXUEH2a8BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAeHitCAADBQAAABQCgAEQERwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB14xoKdHBIewC42BIADpuadcBgnXUEH2a8BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAZXgAAwUAAAAUAoABGQccAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdRcQCgbQR3sAvNgSAA6bmnXAYJ11BB9mvAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKx4AAO/AAAAJgYPAHQBTWF0aFR5cGVVVWgBBQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgXcAAgCBZQACAIFpAAIAgWcAAgCBaAACAIF0AAIAgigAAgCDeAADABsAAAsBAAIAg2oAAAEBAAoCAIIpAAIEhpAhrAIAgXcAAgCBZQACAIFpAAIAgWcAAgCBaAACAIF0AAIAgigAAgCDeAADABsAAAsBAAIAg2oAAAEBAAoCAIIpAAIAgi8AAgCIMgACBIS1A2UDABsAAAsBAAIAg3QAAAEBAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQC8BB9mvAAACgBHAIoBAAAAAAEAAAAI4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

26. ELSE

27. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAVYAIACQAAAAARSQEACQAAA1oCAAACAMoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAVEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////IBUAAAYCAAALAAAAJgYPAAwATWF0aFR5cGUAAHAABQAAAAkCAAAAAgUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11YB5mjgQAAAAtAQAAJwAAADIKAAAAABUAAAB3ZWlnaHQoKXdlaWdodCgpLzIoMSkAFAGoAGwAwADAAH4A4QGmAhQBqABsAMAAwAB+AOEBugCuAMAAYAAaAwADBQAAABQC4wHSBRwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXVgHmaOBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAamp0SK0InwXAAQUAAAAUAoABAgUcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11YB5mjgQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh4rQgAAwUAAAAUAoABXBMcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdTYqCo8wSHsAuNgSAA6bmnXAYJ11YB5mjgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGV4AAMFAAAAFAKAARkHHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHW0IQpKUEh7ALzYEgAOm5p1wGCddWAeZo4EAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAACsLUELAAPKAAAAJgYPAIoBTWF0aFR5cGVVVX4BBQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgXcAAgCBZQACAIFpAAIAgWcAAgCBaAACAIF0AAIAgigAAgCDeAADABsAAAsBAAIAg2oAAAEBAAoCAIIpAAIEhpAhrAIAgXcAAgCBZQACAIFpAAIAgWcAAgCBaAACAIF0AAIAgigAAgCDeAADABsAAAsBAAIAg2oAAAEBAAoCAIIpAAIAgi8AAgCIMgACAIIoAAIAiDEAAgSGEiItAgSEtQNlAwAbAAALAQACAIN0AAABAQAKAgCCKQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AjmAeZo4AAAoARwCKAQAAAAABAAAACOMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

28. END IF

29. IF ![](data:image/x-wmf;base64,183GmgAAAAAAAKAFYAIBCQAAAADQWQEACQAAAywCAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqAFEwAAACYGDwAcAP////8AAE0AEAAAAMD///+3////YAUAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAvQA6QQcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11HyhmdwQAAAAtAQAACQAAADIKAAAAAAEAAAA4ecABBQAAABQCoAHmAhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXUfKGZ3BAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAMTDAAAADBQAAABQCAwIeARwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXUfKGZ3BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAdDDAAQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdbIlCkcwSHsAuNgSAA6bmnXAYJ11HyhmdwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGIwAAMFAAAAFAL0AG8EHAAAAPsCIP8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHU5KAr8kEZ7ALjYEgAOm5p1wGCddR8oZncEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAtMMABBQAAABQCoAHkARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1siUKSDBIewC82BIADpuadcBgnXUfKGZ3BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPDAAA4wAAAAmBg8ADgFNYXRoVHlwZVVVAgEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEsgNiAwAbAAALAQACAIN0AAABAQAKAgSGPAA8AgCIMQACAIgwAAMAHAAACwEBAQACBIYSIi0CAIg4AAAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAHcfKGZ3AAAKAEcAigEAAAAAAAAAAAjjEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)THEN

30. ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGYAIBCQAAAAAwWgEACQAAAywCAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+3////AAYAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAvQAiwUcAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bmnXAYJ11FxBmGAQAAAAtAQAACQAAADIKAAAAAAEAAAA4ecABBQAAABQCoAGIAxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXUXEGYYBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAMTDAAAADBQAAABQCAwIeARwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpuadcBgnXUXEGYYBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAdDDAAQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdewpCvAwSHsAuNgSAA6bmnXAYJ11FxBmGAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGIwAAMFAAAAFAL0ABEFHAAAAPsCIP8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHU8KgpOsEZ7ALjYEgAOm5p1wGCddRcQZhgEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAtMMABBQAAABQCoAHkARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB17CkK8TBIewC82BIADpuadcBgnXUXEGYYBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAArDAAA4wAAAAmBg8ADgFNYXRoVHlwZVVVAgEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEsgNiAwAbAAALAQACAIN0AAABAQAKAgSGkCGsAgCIMQACAIgwAAMAHAAACwEBAQACBIYSIi0CAIg4AAAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABgXEGYYAAAKAEcAigEAAAAAAAAAAAjjEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

31. END IF

32. END FOR

33. END IF

33. END FOR

**MultiBoost- Classify an instance**

Input: *x* – an instance needed to be labeled

1. Return ![](data:image/x-wmf;base64,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)

Figure 1: The MultiBoost Pseudo Code

**6. Algorithm Explanation:**

In line 1 we create a copy of the initial dataset to be used later for manipulating the weights. Initially all instances obtain the same weight ….

**7. Illustration**

* Provide a figure(s) that can explain the essence of how the algorithm works.
* In addition, you need to add a short running example of how the algorithm works on small a data sample (e.g. demonstrate how the algorithm converges in the first iterations) – see the following example:

In this section we illustrate the first four iterations of MultiBoosting algorithm using the following settings T=8 and J={4,7}. The decisionStump algorithm is chosen to be the base inducer. A simplified version of the **labor** dataset (Table 1) is used as the training set. Initially all instances have the same weight. The first decisionStump classifier that was induced is presented in Figure 2 with error level ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAA8kBAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////QAYAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAoAB3AIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bfXbAYIB2XhZmdAQAAAAtAQAADwAAADIKAAAAAAUAAAAwLjE1OADAAGAAwADAAAADBQAAABQC4wHqABwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpt9dsBggHZeFmZ0BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdHnAAQUAAAAUAoABKAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdmoYCgsYJSkAuNgSAA6bfXbAYIB2XhZmdAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGV5AAMFAAAAFAKAAbYBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHasGAqSmCUpALzYEgAOm312wGCAdl4WZnQEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAC7eQADiAAAACYGDwAGAU1hdGhUeXBlVVX6AAUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS1A2UDABsAAAsBAAIAg3QAAAEBAAoCBIZIIrsCAIEwAAIAgS4AAgCBMQACAIE1AAIAgTgAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAHReFmZ0AAAKAEcAigEAAAAAAAAAAAjjEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Thus, according to line 22 the weight of the first classifier is set to ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGAAIBCQAAAABwWgEACQAAA44BAAACAH8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmAGEwAAACYGDwAcAP////8AAE0AEAAAAMD////G////IAYAAMYBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAmABwgIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bfXbAYIB2zRRmjQQAAAAtAQAADwAAADIKAAAAAAUAAAAwLjE4OEXAAGAAwADAAAADBQAAABQCYAFAABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB22AEKMJglKQC42BIADpt9dsBggHbNFGaNBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYnkAAwUAAAAUAmABnAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdrAXCpFYIikAvNgSAA6bfXbAYIB2zRRmjQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15AAN/AAAAJgYPAPQATWF0aFR5cGVVVegABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLIDYgIEhj0APQIAgTAAAgCBLgACAIExAAIAgTgAAgCBOAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ajc0UZo0AAAoARwCKAQAAAAABAAAACOMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) and the instances are reweighted according to procedure indicated in lines 23-32. The new instances weights are presented in the second column in Table 2. Note that the weights of the correctly classified instances decreased to 0.59375 while the weights of the incorrectly classified instances increased to 3.166667.

The second decisionStump is presented in Figure 2 with error level ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAA8kBAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+m////QAYAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAoAB3AIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuNgSAA6bfXbAYIB2BRpmFgQAAAAtAQAADwAAADIKAAAAAAUAAAAwLjIxNQDAAGAAwADAAAADBQAAABQC4wHqABwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC42BIADpt9dsBggHYFGmYWBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdHnAAQUAAAAUAoABKAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdrEWCvJYIikAuNgSAA6bfXbAYIB2BRpmFgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGV5AAMFAAAAFAKAAbYBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHb6GgrDGCUpALzYEgAOm312wGCAdgUaZhYEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAC7eQADiAAAACYGDwAGAU1hdGhUeXBlVVX6AAUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS1A2UDABsAAAsBAAIAg3QAAAEBAAoCBIZIIrsCAIEwAAIAgS4AAgCBMgACAIExAAIAgTUAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABYFGmYWAAAKAEcAigEAAAAAAAAAAAjjEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGAAIBCQAAAABwWgEACQAAA44BAAACAH8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmAGEwAAACYGDwAcAP////8AAE0AEAAAAMD////G////IAYAAMYBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAmABwgIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyN0SAA6bfXbAYIB2+wJmCgQAAAAtAQAADwAAADIKAAAAAAUAAAAwLjI3NQDAAGAAwADAAAADBQAAABQCYAFAABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2LhUKNxglKQDI3RIADpt9dsBggHb7AmYKBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYnkAAwUAAAAUAmABnAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdoIbCmh4JSkAzN0SAA6bfXbAYIB2+wJmCgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15AAN/AAAAJgYPAPQATWF0aFR5cGVVVegABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhLIDYgIEhj0APQIAgTAAAgCBLgACAIEyAAIAgTcAAgCBNQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ACvsCZgoAAAoARwCKAQAAAAABAAAAGOgSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). The updated weights are presented in the third column in Table 2.

The third decisionStump is presented in Figure 2. Because the condition in line 4 is met, the new weights are drawn from continuous Poisson distribution. The new weights are presented in the fourth column of Table 2 and are used to induce the fourth classifier presented in Figure 2. Note that the attribute selected in the fourth classifier is equal to the attribute used in the third classifier. Still the two classifiers are not identical. Each classifier uses different instances’ weights. Thus, each classifier provides a different class distribution.

|  |  |  |
| --- | --- | --- |
| Iteration 1: Decision Stump; | | |
|  | Class Distribution | |
|  | bad | good |
| wage-increase-first-year <= 2.65 | 0.8667 | 0.1333 |
| wage-increase-first-year > 2.65 | 0.1707 | 0.8293 |
| wage-increase-first-year is missing | 0 | 1 |

|  |  |  |
| --- | --- | --- |
| Iteration 2: Decision Stump; | | |
|  | Class Distribution | |
|  | bad | good |
| longterm-disability-assistance = yes | 0.4141 | 0.5859 |
| longterm-disability-assistance != yes | 1 | 0 |
| longterm-disability-assistance is missing | 0.21 | 0.79 |

|  |  |  |
| --- | --- | --- |
| Iteration 3: Decision Stump; | | |
|  | Class Distribution | |
|  | Bad | Good |
| statutory-holidays <= 10.5 | 0.9521 | 0.0479 |
| statutory-holidays > 10.5 | 0.434 | 0.566 |
| statutory-holidays is missing | 0 | 1 |

|  |  |  |
| --- | --- | --- |
| Iteration 4: Decision Stump; | | |
|  | Class Distribution | |
|  | Bad | Good |
| statutory-holidays <= 10.5 | 0.9021 | 0.0979 |
| statutory-holidays > 10.5 | 0.2214 | 0.7786 |
| statutory-holidays is missing | 0 | 1 |

Figure 2: The first four DecisionStumps obtained by the MultiBoosting algorithm

Table 1: Initial dataset

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| duration | wage-increase-first-year | statutory-holidays | vacation | longterm-disability-assistance | contribution-to-dental-plan | bereavement-assistance | contribution-to-health-plan | class |
| 1 | 5 | 11 | average | ? | ? | yes | ? | good |
| 2 | 4.5 | 11 | below\_average | ? | full | ? | full | good |
| ? | ? | 11 | generous | yes | half | yes | half | good |
| 3 | 3.7 | ? | ? | ? | ? | yes | ? | good |
| 3 | 4.5 | 12 | average | ? | half | yes | half | good |
| 2 | 2 | 12 | average | ? | ? | ? | ? | good |
| 3 | 4 | 12 | generous | yes | none | yes | half | good |
| 3 | 6.9 | 12 | below\_average | ? | ? | ? | ? | good |
| 2 | 3 | 11 | below\_average | yes | half | yes | ? | good |
| 1 | 5.7 | 11 | generous | yes | full | ? | ? | good |
| 3 | 3.5 | 13 | generous | ? | ? | yes | full | good |
| 2 | 6.4 | 15 | ? | ? | full | ? | ? | good |
| 2 | 3.5 | 10 | below\_average | no | half | ? | half | bad |
| 3 | 3.5 | 13 | generous | ? | full | yes | full | good |
| 1 | 3 | 11 | generous | ? | ? | ? | ? | good |
| 2 | 4.5 | 11 | average | ? | full | yes | ? | good |
| 1 | 2.8 | 12 | below\_average | ? | ? | ? | ? | good |
| 1 | 2.1 | 9 | below\_average | yes | half | ? | none | bad |
| 1 | 2 | 11 | average | no | none | no | none | bad |
| 2 | 4 | 15 | generous | ? | ? | ? | ? | good |
| 2 | 4.3 | 12 | generous | ? | full | ? | full | good |
| 2 | 2.5 | 11 | below\_average | ? | ? | ? | ? | bad |
| 3 | 3.5 | ? | ? | ? | ? | ? | ? | good |
| 2 | 4.5 | 10 | generous | ? | half | ? | full | good |
| 1 | 6 | 9 | generous | ? | ? | ? | ? | good |
| 3 | 2 | 10 | below\_average | ? | half | yes | full | bad |
| 2 | 4.5 | 10 | below\_average | yes | none | ? | half | good |
| 2 | 3 | 12 | generous | ? | ? | yes | full | good |
| 2 | 5 | 11 | below\_average | yes | full | yes | full | good |
| 3 | 2 | 10 | average | ? | ? | yes | full | bad |
| 3 | 4.5 | 11 | average | ? | half | ? | ? | good |
| 3 | 3 | 10 | below\_average | yes | half | yes | full | bad |
| 2 | 2.5 | 10 | average | ? | ? | ? | ? | bad |
| 2 | 4 | 10 | below\_average | no | none | ? | none | bad |
| 3 | 2 | 10 | below\_average | no | half | yes | full | bad |
| 2 | 2 | 11 | average | yes | none | yes | full | bad |
| 1 | 2 | 11 | generous | no | none | no | none | bad |
| 1 | 2.8 | 9 | below\_average | yes | half | ? | none | bad |
| 3 | 2 | 10 | average | ? | ? | yes | none | bad |
| 2 | 4.5 | 12 | average | yes | full | yes | half | good |
| 1 | 4 | 11 | average | no | none | no | none | bad |
| 2 | 2 | 12 | generous | yes | none | yes | full | bad |
| 2 | 2.5 | 12 | average | ? | ? | yes | ? | bad |
| 2 | 2.5 | 11 | below\_average | ? | ? | yes | ? | bad |
| 2 | 4 | 10 | below\_average | no | none | ? | none | bad |
| 2 | 4.5 | 10 | below\_average | no | half | ? | half | bad |
| 2 | 4.5 | 11 | average | ? | full | yes | full | good |
| 2 | 4.6 | ? | ? | yes | half | ? | half | good |
| 2 | 5 | 11 | below\_average | yes | ? | ? | full | good |
| 2 | 5.7 | 11 | average | yes | full | yes | full | good |
| 2 | 7 | 11 | ? | yes | full | ? | ? | good |
| 3 | 2 | ? | ? | yes | half | yes | ? | good |
| 3 | 3.5 | 13 | generous | ? | ? | yes | full | good |
| 3 | 4 | 11 | average | yes | full | ? | full | good |
| 3 | 5 | 11 | generous | yes | ? | ? | full | good |
| 3 | 5 | 12 | average | ? | half | yes | half | good |
| 3 | 6 | 9 | generous | yes | full | yes | full | good |

Table 2: Weights of instances in multiboosting.

|  |  |  |  |
| --- | --- | --- | --- |
| Iteration 1 | Iteration 2 | Iteration 3 | Iteration 4 |
| 1 | 0.59375 | 0.378319 | 0.282369 |
| 1 | 0.59375 | 0.378319 | 0.802696 |
| 1 | 0.59375 | 0.378319 | 1.415129 |
| 1 | 0.59375 | 0.378319 | 0.990933 |
| 1 | 0.59375 | 0.378319 | 0.029601 |
| 1 | 3.166667 | 2.017699 | 4.589053 |
| 1 | 0.59375 | 0.378319 | 0.033378 |
| 1 | 0.59375 | 0.378319 | 0.055931 |
| 1 | 0.59375 | 0.378319 | 0.048936 |
| 1 | 0.59375 | 0.378319 | 0.058601 |
| 1 | 0.59375 | 0.378319 | 0.83149 |
| 1 | 0.59375 | 0.378319 | 0.951744 |
| 1 | 3.166667 | 2.017699 | 1.102148 |
| 1 | 0.59375 | 0.378319 | 0.612591 |
| 1 | 0.59375 | 0.378319 | 1.939929 |
| 1 | 0.59375 | 0.378319 | 0.234793 |
| 1 | 0.59375 | 0.378319 | 0.374361 |
| 1 | 0.59375 | 1.379032 | 1.668619 |
| 1 | 0.59375 | 0.378319 | 0.875561 |
| 1 | 0.59375 | 0.378319 | 1.771881 |
| 1 | 0.59375 | 0.378319 | 0.327757 |
| 1 | 0.59375 | 1.379032 | 0.195141 |
| 1 | 0.59375 | 0.378319 | 4.766106 |
| 1 | 0.59375 | 0.378319 | 0.583465 |
| 1 | 0.59375 | 0.378319 | 0.266366 |
| 1 | 0.59375 | 1.379032 | 1.757438 |
| 1 | 0.59375 | 0.378319 | 0.65771 |
| 1 | 0.59375 | 0.378319 | 0.547333 |
| 1 | 0.59375 | 0.378319 | 0.495068 |
| 1 | 0.59375 | 1.379032 | 1.427354 |
| 1 | 0.59375 | 0.378319 | 0.425636 |
| 1 | 3.166667 | 7.354839 | 1.52083 |
| 1 | 0.59375 | 1.379032 | 4.086921 |
| 1 | 3.166667 | 2.017699 | 1.644271 |
| 1 | 0.59375 | 0.378319 | 1.553856 |
| 1 | 0.59375 | 1.379032 | 0.554234 |
| 1 | 0.59375 | 0.378319 | 0.023963 |
| 1 | 3.166667 | 7.354839 | 1.264916 |
| 1 | 0.59375 | 1.379032 | 0.837525 |
| 1 | 0.59375 | 0.378319 | 1.373259 |
| 1 | 3.166667 | 2.017699 | 0.755798 |
| 1 | 0.59375 | 1.379032 | 1.311098 |
| 1 | 0.59375 | 1.379032 | 0.105108 |
| 1 | 0.59375 | 1.379032 | 2.936797 |
| 1 | 3.166667 | 2.017699 | 0.47154 |
| 1 | 3.166667 | 2.017699 | 0.380823 |
| 1 | 0.59375 | 0.378319 | 1.910357 |
| 1 | 0.59375 | 0.378319 | 0.384537 |
| 1 | 0.59375 | 0.378319 | 0.014317 |
| 1 | 0.59375 | 0.378319 | 1.419375 |
| 1 | 0.59375 | 0.378319 | 0.884058 |
| 1 | 3.166667 | 2.017699 | 0.692734 |
| 1 | 0.59375 | 0.378319 | 0.988519 |
| 1 | 0.59375 | 0.378319 | 0.732741 |
| 1 | 0.59375 | 0.378319 | 0.616774 |
| 1 | 0.59375 | 0.378319 | 0.001008 |
| 1 | 0.59375 | 0.378319 | 0.415522 |

**8. Strengths**

1. *“In addition to the bias and variance reduction properties that this algorithm may inherit from each of its constituent committee learning algorithms, MultiBoost has the potential computational advantage over AdaBoost that the sub-committees may be learned in parallel, although this would require a change to the handling of early termination of learning a sub-committee.”*
2. “When forming decision committees using C4.5 as the base learning algorithm, MultiBoost is demonstrated to produce committees with lower error than AdaBoost.”
3. Your own…

**9. Drawbacks**

1. *“The benefits of MultiBoosting over either of its constituents might be expected to be significantly lower in an application for which there is little scope for both bias and variance reduction, such as decision stump or naive Bayesian learning, where variance is low.”*
2. Your own…

**10. Experimental Results**

A. Measures (Accuracy and Runtime):

1. Accuracy (Percent Correct)
2. Area under Roc (AUC)
3. Execution Time
4. …

B. Base Classifiers – Think about all the baselines that are relevant for your project

1. DecisionStump

2. J4.8

3. Logistic

4. BayesNet

C. Ensemble size (or any other important parameters of the algorithm)

1. 5

2. 10

3. 15

4. 20

D. Baselines - Think about all the baselines that are relevant for your project, for example If we suggest a new ensemble algorithm We should compare it to other ensembles such as Random Forest and Adaboost, as well to single strong learner like ANN.

E. Datasets

E. Compare to AdaBoost performance using t-test

1. 5 runs of 10 fold cross validation.

2. 16 Tables – each include the average, standard deviation, and an indication for significance.

**Results for Ensemble Size 5**

Accuracy (Percent Correct)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Dataset | Adaboost | | MultiBoost | | Statistical Significance |
| Accuracy | Standard Deviation | Accuracy | Standard Deviation |
| audio.symbolic | 47 | 2.47 | 47 | 2.47 |  |
| breast-cancer | 70.63 | 8.65 | 71.12 | 8.09 |  |
| wisconsin-breast-cancer | 94.85 | 2.35 | 92.42 | 3.77 | \* |
| horse-colic | 82.76 | 5.94 | 81.51 | 5.73 |  |
| contact-lenses | 73 | 25.4 | 66 | 32.64 |  |
| credit-rating | 85.54 | 3.76 | 85.51 | 3.78 |  |
| german\_credit | 70.68 | 3.6 | 70 | 0 |  |
| pima\_diabetes | 73.8 | 5.21 | 72.24 | 5.33 |  |
| Glass | 44.9 | 3.04 | 44.9 | 3.04 |  |
| cleveland-14-heart-diseas | 82.7 | 6.55 | 74.98 | 7.39 | \* |
| hungarian-14-heart-diseas | 81.99 | 6.99 | 80.91 | 7.52 |  |
| heart-statlog | 82.07 | 6.95 | 74.59 | 8.56 | \* |
| hepatitis | 79.51 | 9.35 | 78.2 | 6.65 |  |
| hypothyroid | 92.9 | 0.86 | 95.39 | 0.63 | v |
| ionosphere | 88.83 | 5.53 | 82.8 | 5.37 | \* |
| iris | 93.73 | 5.46 | 66.67 | 0 | \* |
| 'ISUKSHONE.csv-weka.filte | 73.63 | 0.49 | 73.6 | 0.54 |  |
| kr-vs-kp.csv-weka.filters | 86.8 | 1.98 | 66.05 | 1.73 | \* |
| labor-neg-data | 84.67 | 15.24 | 77.6 | 14.33 |  |
| LED.symbolic | 20.27 | 3.07 | 20.27 | 3.07 |  |
| letter.symbolic | 7.01 | 0.21 | 7.01 | 0.21 |  |
| lung-cancer.csv-weka.filt | 50.33 | 17.41 | 46 | 23.22 |  |
| lymphography | 75.1 | 10.2 | 74.3 | 11.08 |  |
| monks1.symbolic | 73.44 | 8.01 | 73.44 | 8.01 |  |
| monks2.symbolic | 57.39 | 8.76 | 59.4 | 7.08 |  |
| monks3.symbolic | 92.6 | 8.38 | 72.32 | 12.69 | \* |
| mushroom.symbolic | 96.09 | 0.67 | 88.68 | 1.11 | \* |
| nurse.symbolic | 66.25 | 0.04 | 66.25 | 0.04 |  |
| optg.symbolic | 19.32 | 0.41 | 19.32 | 0.41 |  |
| sick | 97.17 | 0.84 | 96.55 | 0.97 | \* |
| sonar.symbolic | 65.99 | 8.54 | 63.46 | 7.6 |  |
| soybean | 27.97 | 2.16 | 27.97 | 2.16 |  |
| splice | 79.97 | 1.68 | 62.38 | 1.58 | \* |
| TTT | 74.43 | 3.9 | 69.94 | 4.28 | \* |
| vehicle | 39.76 | 1.62 | 39.76 | 1.62 |  |
| vote.symbolic | 95.45 | 3.84 | 95.86 | 3.88 |  |
| vowel | 17.43 | 0.81 | 17.43 | 0.81 |  |
| waveform | 63.37 | 3.41 | 57.08 | 1.48 | \* |
| wine.symbolic | 58.8 | 6.54 | 58.01 | 7.38 |  |
| zoo.symbolic | 60.4 | 2.44 | 60.4 | 2.44 |  |

AUC

**….**

Execution Time

**….**

**Results for Ensemble Size 10**

**….**

**11. Conclusions**

What are the conclusions from the results?

**12. Citations**

What others have to say about this method?

Use google scholar