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*Abstract*—Remote monitoring of environmental conditions in hazardous or inaccessible areas, such as chemical plants, remote ecological sites, or disaster zones, is essential for safety and efficiency but often challenging to achieve in real time. This paper presents a novel augmented reality (AR) application that provides interactive, real-time temperature monitoring by visualizing data from remotely placed IoT-based sensors. Leveraging AR Foundation, AR Core, and the XR Interaction Toolkit in Unity, this mobile AR interface allows users to scan a physical surface, place a 3D model, and observe live temperature data from IoT sensors connected to an Arduino, transmitted continuously through an API link. The model dynamically responds to temperature changes, with visual indicators—such as color shifts—when readings exceed critical thresholds, offering an intuitive solution for real-time environmental monitoring where human presence is limited or unsafe. The application is particularly useful in real-life scenarios such as monitoring temperature-sensitive industrial equipment, ensuring safety in hazardous factory zones, or tracking equipment conditions in intensive care units (ICUs), providing immediate and actionable insights. This approach combines the advantages of IoT and AR to enhance situational awareness, providing a low-latency, accessible framework for responsive remote sensing in mobile AR environments.
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# Introduction

Augmented Reality (AR) combined with the Internet of Things (IoT) offers innovative solutions for real-time environmental monitoring in hazardous or remote locations. Traditional systems often lack interactivity and real-time visual feedback, limiting their effectiveness in critical scenarios. This project focuses on developing an AR-based system for remote temperature monitoring, utilizing IoT-enabled temperature sensors connected to an Arduino platform that transmits live data via an API from Arduino Cloud. The AR interface dynamically visualizes this data through 3D models, providing immediate feedback to users based on real-time conditions.

The system employs Unity's AR Foundation, XR Interaction Toolkit, and Lean Touch framework to ensure an interactive, scalable, and mobile-compatible experience. Users can interact with 3D models using touch gestures such as scaling, rotation, and movement, enabling seamless and precise data visualization even on devices with limited processing power. Real-time responsiveness is achieved as the 3D model adapts to temperature changes, such as altering its colour when thresholds are exceeded, enhancing situational awareness and decision-making.

This AR-IoT integration has broad applications in fields like industrial safety, ecological monitoring, and disaster management. By delivering immersive visualizations and immediate feedback, the system improves the efficiency of monitoring critical conditions in inaccessible environments. With cross-platform compatibility supported by AR-Core and ARKit, the solution ensures adaptability and scalability, setting the foundation for enhanced monitoring in high-risk environments.

# Background

# Methodology

The suggested system combines mobile technology, Internet of Things (IoT) sensors, and augmented reality (AR) to enable real-time temperature monitoring in dangerous or remote areas. Sensor setup, data gathering, augmented reality visualisation, and user engagement with the mobile application are the many phases of the process.

## Requirement Analysis

First, The project begins with identifying key features of the AR application, including real-time sensor data visualization, 3D model interaction, and dynamic environmental monitoring. The hardware requirements include an ArduinoNano33IoT board and a DHT22sensor for precise temperature measurement. The Arduino IoT Cloud provides the API link to transmit real-time data, ensuring the system can operate effectively in hazardous or inaccessible environments.

## AR Integration

The application employs Unity’s AR Foundation to overlay virtual 3D models on the physical world. AR capabilities allow users to scan surfaces and place a 3D model dynamically in their surroundings. Utilizing Lean Touch enhances interactivity, enabling gestures like scaling, rotation, and repositioning of the 3D model. Additionally, the AR interface visually alerts users with dynamic colour changes in the 3D model based on live temperature data, ensuring a seamless interaction between the virtual and real-world environments.

## 3D Model Integration

The integration of 3D models involves importing models into Unity, refining them with textures and materials for a realistic appearance. C# scripts are implemented to allow user interactions, including model scaling, rotation, and colour changes based on temperature readings received via the API. Performance optimization ensures smooth operation in AR environments.

## Sensor Data Integration

The DHT22 sensor, connected to the Arduino Nano 33 IoT, captures temperature readings. These readings are transmitted to the Arduino IoT Cloud, generating a REST API link that the Unity application fetches in real time. This integration ensures the app reflects dynamic temperature changes instantly. When temperature thresholds are exceeded, the 3D model provides immediate visual feedback, such as colour shifts, offering an intuitive mechanism for environmental monitoring.

## Testing and Debugging

The application undergoes rigorous testing phases, including functional, usability, and performance testing. These phases ensure the system operates reliably under various scenarios. Issues identified are resolved through iterative debugging. Beta testing with user groups evaluates real-world functionality, and feedback is incorporated to improve application stability and refine features for a better user experience.

## Continuous Monitoring and Updates

Post-launch, the application will be monitored continuously to identify and address emerging issues or vulnerabilities. Regular maintenance cycles will ensure the system remains secure and operational. User feedback will guide future updates and feature enhancements, ensuring the application adapts to evolving requirements and maintains relevance in real-world scenarios.

# Implementation

## System Configuration and Setup

The implementation began with configuring Unity 2022.3, selected for its compatibility with AR Foundation and XR Interaction Toolkit. Essential packages like AR-Core, AR Foundation, and XR Interaction Toolkit were integrated to enable augmented reality functionality. The Arduino Nano 33 IoT board and DHT22 sensor were configured to collect temperature data, which was then linked to the Arduino Cloud for real-time API access. Prepared 3D models, optimized for mobile rendering, were imported into Unity to represent the IoT setup visually.

## Augmented Reality Functionality

The implementation of augmented reality functionalities was achieved through the utilization of Unity's XR Origin and AR Ray-cast Manager, facilitating the precise detection of planar surfaces such as floors, tables, or other horizontal substrates within the physical environment. These components enabled the seamless overlay of virtual elements onto the real world, establishing a robust AR interface.

Through intuitive interaction mechanisms, users were empowered to deploy a singular, dynamically-responsive 3D representation of the DHT22 sensor onto the identified surface via a simple tap. A sophisticated instantiation control logic ensured the presence of only one model at any given moment. Subsequent user inputs initiated the relocation of the pre-existing model to newly designated positions, obviating redundant instantiations and enhancing spatial coherence.

## Integration of Sensor Data

The Arduino Nano 33 IoT board, equipped with the DHT22 sensor, was configured to collect live temperature readings. These readings were transmitted to the Arduino Cloud, which generated an API endpoint for real-time data access. Unity retrieved this sensor data using RESTful API calls, ensuring accurate and continuous communication between the hardware and the application.

In the augmented reality environment, this real-time data dynamically altered the visual properties of the 3D model. For example, if the temperature exceeded 50°C, the 3D model's colour shifted to red, indicating a critical condition. This visual cue provided users with immediate feedback on the sensor's status, bridging the gap between IoT data and AR visualization. This integration was optimized to ensure responsiveness, enabling users to perceive and react to environmental changes effectively.

Thorough testing validated the accuracy of the data transmission, ensuring that sensor readings were reflected correctly in the AR environment. The result was a cohesive system where live sensor data drove real-time visual updates, enhancing situational awareness and interactivity.

## Interactive Model Design

The interactive capabilities of the 3D model were meticulously crafted to facilitate intuitive user engagement within the augmented reality environment. Leveraging advanced touch-based gesture recognition, features such as rotation, scaling, and zooming were seamlessly integrated through the utilization of the Lean Touch asset. This asset provided a versatile and robust framework, enabling precise detection and execution of multi-touch inputs.

These functionalities empowered users to manipulate the virtual representation of the DHT22 sensor dynamically, granting them the ability to explore the model from various perspectives with fluidity and precision. The implementation ensured that interaction remained responsive and ergonomic, fostering an immersive and user-centric interface for AR visualization.

## Validation and Deployment

The comprehensive AR application underwent extensive validation to ensure robust functionality and seamless user experience. Rigorous testing was conducted to evaluate critical aspects, including the accuracy of surface detection, real-time sensor data visualization, and interactive capabilities of the 3D model. The API integration was meticulously assessed to verify flawless communication between the Arduino Nano 33 IoT, the DHT22 sensor, and the Unity AR environment.

Following successful validation, the application was deployed on Android devices, where multi-touch gestures were rigorously examined for precision and responsiveness. Post-deployment, real-world testing was carried out in dynamic environments to confirm the application's operational stability and adaptability. This iterative testing and deployment process ensured that the application met its intended objectives and delivered a seamless and reliable AR experience.
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