# 매트랩은 activation function을 1개만 선택할 수 있음 그래서 정확도 차이가 날 수 있음, 파라미터 튜닝할 수 있는 것도 파이썬보다 한계가 있음

# 그리고 매트랩은 standardisation이 디폴트로 들어가 있음

# 정규화, 표준화 정리해서 비교 (파이썬, 매트랩)

# Pytorch 사용할떄 액티베이션 펑션이랑 매트랩 최대한 맞춰서 비교