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**Introduction**

In this programming assignment, three different implementations of a stack are built in order to be compared in runtime. The first implementation is ArrayStack in which the array size rows by a constant amount. The second implementation is DoublingArrayStack is an array that grows by doubling its size each time. The third implementation is a stacked LinkedList which uses nodes in a list. Running these implementations, we time them to see how each type of stack may perform differently.

**Theoretical Analysis**

The overall purpose of a push() function in a stack is to insert an element to the top of the stack.In order for the push() function to work, there needs to be enough space for a new element to be added to the stack. For all the standard stack operations, the complexity for push() in the worse-case scenario can be O(1). However, as we see later, a stack can have different complexities depending on the type of implementation used for it. They are said to be O(1) since they should only work with the top of the stack. A stack created by a array increasing at a constant rate has the advantage of having a constant growth rate without running into risk of allocation too much memory for the stack. The disadvantage of it is that it takes a lot of time copying over each element in the stack to a larger one each time it reaches maximum capacity. The stack with a doubling array also has this dis advantage but it has to resize itself less often. This is because it is changing its array size by twice itself each time. In having to resize itself less often this makes the runtime much shorter than a constant increasing array. A linked list stack array is different. In this experiment, I implemented a double linked list to make it easier to use the pop() and top() functions. In using a linked stack, it does not to be resized since there is no maximum number of elements in a linked list. However, this does take a lot of memory in having several nodes, pointers everywhere and such.

**Experimental Setup**

Machine Specification: MacBook Pro with 2.9 GHz Intel Core i5

In order to generate test inputs, I implemented a random number generator which will give a random double number between 1 and 10 for each push. In testing the length of each type of stack, three different sizes of inputs were given to each stack(1,000,000 , 5,000,000 , and 10,000,000). Five trials of each size was ran through each type of stack. I decided in the end that a constant increment of 1000 in the constant array stack. The graph down below is a side-by-side comp

**Experimental Results**

Graphs:

Observing the experimental results, one can conclude that the Doubling Linked List implementation works the best. With the doubling linked list implementation, the push() operator depends on the input but makes the size of the array much larger. The stack with a constant growing array has the slowest run time. As seen in the graphs, it takes several times longer than the other stack implementations. It made sense in the end why the linked list took a while longer than the doubling array. With the push() function, it just goes through O(1) in an array. However, with the linked list, it has to create pointers and update a lot of variables for each push. If I had more time, changing the constant amount of how much the Array stack would be interesting to compare to the doubling array stack. In the end, the best way to do it is with doubling the array size, allowing for a fast growth rate and dealing with easier functions and implementations.