## Introduction

Down syndrome, also known as trisomy 21, is a genetic disorder caused by the presence of all or part of a third copy of chromosome 21. The physical abnormalities that together lead to the consequence that the distinctive facial appearance associated with this condition include slanting palpebral fissures with inner epicanthic folds, flatness of the bridge of the nose, midfacial hypoplasia, and a tendency to protrude the tongue, especially when very young [1]. Down syndrome (DS) is the most frequent cause of human congenital mental retardation, which affects approximately 1 in 700 live births [2]. All people with DS exhibit mild to severe abnormalities in language and cognitive development, memory and learning impairments, and behavioral alterations [3]. Although it has been over 110 years since the first description of DS by Langdon Down, and 60 years since Jérôme Lejeune found that an extra chromosome 21 was present in individuals with DS [4]. The developmental aberrations and genetic mechanisms of various often debilitating diseases experienced by DS patients are still challenges for the society[5]. Despite many years of research, Down's syndrome can’t be cured toward current therapies [6].

Nowadays, there are plenty of researches about Down’s syndrome, appealing people to put away their prejudice and give “Down baby” a normal life. It works, Down’s syndrome is getting lot more attention. Since Down syndrome is difficult to cure, it is very important to prevent it in advance. Studying these disease-causing genes can help people better understand the control of genes on traits, so that people can better prevent disease [7]. Through the detection of gene sequences, people can know in advance the probability and risk of certain diseases in the future, and then based on the results of the detection, can they take corresponding preventive measures. For example, if one person has this disease-causing gene, he has better take medicine to stop the time of disease. Moreover, studying the effects of genes on diseases can also assist scientists that they will be more convenient to research methods to treat the disease, such as targeted therapies [8]. If scientists can further study the effects of drugs which can cure Down syndrome, scientists can use this technology to understand the different effects of the same drugs on different groups of people, so as to assist clinicians in choosing drugs that are more suitable for the patient's body. When this technology gradually matures and is widely used, it will also promote the accuracy and humanization of medical diagnosis.

Machine learning (ML) encompasses a broad range of algorithms and modeling tools, which used for a vast array of data analyzing tasks in the medical field in recent years[9]. For example, scientists had used machine learning to find that Brain-predicted age in Down syndrome is associated with beta amyloid deposition and cognitive decline[10]. [Qian Zhao](https://www.spiedigitallibrary.org/profile/Qian.Zhao-2862) and [Kenneth Rosenbaum](https://www.spiedigitallibrary.org/profile/notfound?author=Kenneth_Rosenbaum) propose a novel method to detect Down syndrome using photography for computer-assisted image-based facial dysmorphology by machine learning[11].

In this paper, the research analyzes the expression level of gene protein in mice with Down syndrome, based on logistic regression method to find out the proteins with greater influence, and to provide possible approaches for future treatment for Down syndrome. Logistic regression is the method which is used to analyze the data. Logistic regression analysis is a statistical technique which can evaluate the relationship between various predictor variables (either categorical or continuous) and an outcome which is binary (dichotomous). Aiming at the problem of Down syndrome in mice, we use logistic regression to verify and test on the UCI data set. Cross-validation is one of the most widely used data resampling methods to estimate the true prediction error of models and to tune model parameters. By using this method, the research model was evaluated and Its accuracy were 94.8%, which means the method has certain validity.

Logistic Regression

Logistic regression is a common statistical analysis model, suitable for modeling discrete data. Its basic function is to perform binary classification and predict its possible labels for different input features. Logistic regression measures the relationship between a categorical dependent random variable (label) and one or more independent variables (features) by using a logistic regression function to estimate probability. Binary classification is a common task in machine learning. Linear classification performs well when the data is “linearly separable”. However, when we try to use the least square (LS) approach to fit parameter , because the features are imbalanced, this may cause the decision boundary to be pulled to a certain side of the data and lead to misclassification. Under normal circumstances, given a score z, calculate the probability that the corresponding output label is 0 or 1, the equations are as follows:

Where **,**

As z increases, it is more likely to be judged as class “1”, otherwise it tends to be “0”.

From this case, corresponding to a series of discrete data points, the most suitable logistic regression model is needed to make relatively accurate predictions. Unlike linear regression using LS to find the most suitable linear model, in logistic regression, it’s able to fit the parameters of the training data by using the maximum likelihood (ML) estimation, when , the ML weights for binary logistic regression are:

Which is a common alternative expression, it also known as binary cross-entropy loss.

~~After searching a large number of databases on the Internet, the appropriate Mice Protein Expressio~~n Data Set was finally found in the UCI Machine Learning Repository. This data set includes the expression levels of 77 proteins that produce detectable signals in the cortex nucleus. There were 38 control mice, 34 trisomy mice (Down’s syndrome), 72 in total. In the experiment, each sample/mouse has 15 measurement records for each protein. Therefore, for control mice, there are 570 measurements, and for trisomy mice, there are 510 measurements. The data set contains 1080 measurement values ​​for each protein, which are all independent of each other [1]. The original data is divided into 8 classes according to genotype, behavior, and treatment. This study only focuses on the relationship between genotype and protein expression level, so it is simplified to a binary classification of 2 classes.

~~After importing the data into Jupyter Notebook, the basic content and completeness of the data set were evaluated.~~ According to the summary information of the website, there are missing values ​​in the data set. After re-retrieving the data set, the position of the missing value is located. In order to ensure the integrity of the data and facilitate subsequent research, a new data set was created in which the missing values ​​in each column were filled with the average of the non-missing values. At the same time, the strings of “Control” and “Ts65Dn” in the “Genotype” column are converted into numbers “0” and “1”, so that logistic regression can be applied more intuitively. The last step in the data preprocessing is to adjust the 77 columns of protein expression level data to a normal distribution, which is to avoid overfitting of the data caused by the excessive variance of some features.
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**Cross Validation**

In binary classification, there are 4 kinds of situation, including 2 types of correct: TP (True positive, the actual sample is positive, the predicted result is positive as well) and TN (True negative, the actual sample is negative the predicted result is negative as well) and 2 types of error: FP (False Positive, the actual sample is negative, but the predicted result is positive), and FN (False negative, the actual sample is positive, but the prediction result is negative).

Table1. Confusion matrix

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |
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Based on the 4 situations above, 4 common machine learning performance metrics can be calculated: Precision, Recall, F1-score, and Accuracy.

Precision: The ratio of the amount of predicted true positive samples in the total amount of positive samples.
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The formula for precision

②

Recall: To show how many positive samples are correctly predicted.
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The formula for recall

③

Accuracy: The ratio of the amount of predicted true samples in the total amount of samples.
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④

The formula for accuracy

F1-score: The harmonic average between precision and recall.
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The formula for F1-score

⑤

In order to get the above consequences toward this research, the method uses 10-fold cross validation which divides mice protein expression data set into 10 subsets, then takes turns to treat 1 subset as test set and the rest of 9 subsets as train set. So it comes in for 10 models where 10 consequences can be calculated from. Averaging those consequences as the final consequence. 10-fold cross validation method uses limited data set efficiency, it is a good model to evaluate the predictive performance of the model, reduce overfitting to some extent.

The precision result is: 0.9482, the recall result is 0.9560, the error rate is 0.0463, and the f1-score result is 0.9513. So the research model is a comparatively accurate prediction model.

Table 2： title

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |

不同数据量下的性能对比

Table 3： title

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

Discussion

（第一，本身的工作还有哪些可以提高的点）

（第二，该领域的研究存在什么样的痛点问题）

（第三，该领域的研究能够对其他领域提供什么样的参考）

(1)数据量少；

(2)充分利用已有数据（小样本学习，few-shot learning, zero-shot learning）

(3)好方法的评价标准（在生科，生医领域的ML；鲁棒性；可解释性强；即好方法的评价体系；）

(4)ML在生科，生医领域的定位；（医学影像判断，电子病历的信息抽取，…..， ）

**Conclusion**
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Discussion

1. 本身的工作还有哪些可以提高的点
2. 该领域的研究存在什么样的痛点问题
3. 该领域的研究能够对其他领域提供什么样的参考

本研究旨在通过逻辑回归分析的方法来研究与老鼠唐氏综合征最相关的蛋白质，并找到对应的基因以便后续研究治愈该疾病的方案。

但是，本研究的工作还有一些可以改进的地方，比如说数据量少。针对数据量少这个问题，我们有两种解决方案，第一种是去扩充已有的数据量，分析大量数据来得到一个更加精确的结果。另一种方案是充分利用已有的数据，也就是小样本学习。本研究采用的是二元分类，只对两种蛋白质进行分析。但实际上，该表格提供了八种蛋白质的实验数据，也就是说可以进行多元数据的分析来丰富实验结果。

其次，机器学习在医学研究领域仍有一些尚未解决的问题。众所周知，生命无价，在医学中出现一点问题就可能会导致患者的死亡。所以，在每一种新药品或者治疗方法运用到人体之前，他们需要经过大量测试。然而，机器学习在医学领域的应用尚不能完全解释清楚。用机器学习研究得到的结果，人们只能知道在该场景下是有效的，但是其底层是什么原理，其他场景是否可行等问题尚未解决。这些都是未来科研人员重点研究突破的地方。

虽然机器学习在医学领域不能起主导作用，但是它仍可作为一种辅助手段辅助医学人员工作。比如，针对患者拍的X光或者其他医学影像，电脑可以借助机器学习对影像进行简单的分析，给医生和患者提供辅助的建议。另一种辅助手段是，借助机器学习处理大量数据的能力，帮助医生分析患者的病史。这些都是机器学习现阶段可以使用的医学领域。

In this study, logistic regression analysis was used to study the proteins most related to Down’s syndrome in mice, and to find the corresponding gene for subsequent research on the cure of the disease.

However, there are still some areas that can be improved in the work of this research, such as the small amount of data. To solve the problem of low data volume, we have two solutions. The first is to expand the existing data volume and analyze a large amount of data to get a more accurate result. Another solution is to make full use of existing data. This study uses binary classification and only analyzes two proteins. But in fact, the table provides experimental data for eight kinds of proteins, which can be used for multivariate data analysis to enrich the experimental results. If the database is difficult to find more, there is a method named few- shot learning, which could help to solve this problem. It is well known that humans are very good at recognizing a new object through a very small number of samples. For example, children only need some pictures in the book to recognize what is "zebra" and what is "rhino". Inspired by the rapid learning ability of humans, researchers hope that after the machine learning model has learned a large amount of data in a certain category, for a new category, it only needs a small number of samples to learn quickly. This is what few-shot learning wants to solve. Applying few-shot learning to this research can also enhance the persuasiveness of the experimental results

Moreover, there are still some unsolved problems in machine learning in the field of medical research. As we all know, life is priceless, and a little problem in medicine may lead to the death of a patient. Therefore, before every new medicine or treatment is applied to the human body, they need to go through a lot of tests. However, the application of machine learning in the medical field cannot be fully explained. With the results obtained by machine learning research, people can only know that it is effective in this scenario, but the underlying principles and whether other scenarios are feasible have not been resolved yet.

Although machine learning cannot work in a leading position in the medical field, it can still be used as an auxiliary means to assist medical staff in their work. For example, for the X-ray or other medical images taken by the patient, the computer can perform simple analysis on the image through machine learning, and provide auxiliary suggestions to the doctor and the patient. Another auxiliary method is the ability of machine learning to process large amounts of data to help doctors analyze the patient's medical history. These are all medical fields that can be used in machine learning at this stage.