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| **二、研究内容和目标（说明课题的具体研究内容，研究目标和效果，以及拟解决的关键科学问题。此部分为重点阐述内容）（不少于2500字）**  **2.1研究内容**  经过充分的调研、分析光谱重建原理和特征的构成与计算光谱系统的设计原理基础上，针对计算光谱系统编码矩阵的设计，提出了利用不同滤波函数相同的排列方式和相同的滤波函数不同排列方式两种方法来构成新的编码矩阵；为了得到更清晰明确的特征信息，利用现有的去噪算法来处理数据；因为目前的重建算法不能很好的考虑到滤波函数转换后的自相关性，因此利用自注意力机制能够更好的寻找自相关特征的优势，将其融合到光谱重建中，以得到更高准确性和精度的光谱信息。具体的研究内容包括以下几个部分：  **（1）利用不同滤波函数相同排列设计光谱重建编码矩阵**  计算光谱系统为了得到光谱的过程大致分为两步第一步是由入射光经过设计的材料的滤波函数进行转换得到的编码，第二步将编码进行重建从而得到目标光谱信息。对于编码矩阵的设计会影响这重建结果，因此本课题拟提出利用不同滤波函数但相同排列的方法来设计光谱重建的编码矩阵。该方法通过设计不同的透过的滤波函数并对该滤波函数进行测试和材料筛选，做到能够设计的同时具有真实的材料，能够使得编码特征更加明显和好分辨，为重建提高准确度。  **（2）利用相同滤波函数不同排列方式设计光谱重建编码矩阵**  在传统的彩色CCD成像中，三原色波段绿色占比相对于蓝色和红色更多，并且还有一定的排列方式，比如间隔排列和二叉树排列等。而光谱重建矩阵中也需要设计其波段的排列方式，因此需要对该排列方式进行研究，本课题中拟采用二叉树排列的方式来设计编码矩阵的排列方式，二叉树的排列方式能够使得相近波段的透过率函数以一定的上下级或者平级的特点来使得滤波函数特征表达更加明确，同时使得编码矩阵的特征能够更加明显清晰和有利于区别与噪音，使得光谱重建的要求降低，同时使用联合优化方法，通过同时考虑空间变量和光谱变量，可以获得最好的性能。  **（3）融合自注意力机制的光谱重建技术研究**  根据设计的编码矩阵来构建光谱重建的数据集并进行算法重建，但目前各种利用传统算法重建的光谱准确度、精度和分辨率依旧不够，因此需要新的算法来获得更高准确率和精度。本文就拟研究将自注意力机制融合进光谱重建中达到在分辨率不改变的同时提高重建准确性和精度的结果。为了使计算型光谱系统能够在较暗或者噪声杂乱环境中使用，用的宽谱滤光片排列的滤光片阵列使得光的吸收效率较窄谱滤光片阵列提高数倍。宽谱滤光片的光透过率曲线不是一种只是一个波段有光透过，它是多个波段同时透过，因此在阵列中光谱吸收波段叠加的部分，光透过率是极高的，但会导致了一个问题是特征的叠加，这就需要进行特征的拆解从而来求解矩阵。因此可以利用自注意力机制可以提取向量之间的相关性的特性来保证经过叠加后反解出的参数是对应原始的光透过率函数的结果，并且还可以通过深度学习中的非线性优化来优化噪音对重建结果的影响，使得光谱重建的结果具有更高的准确性和精度，并能进一步的做提升光谱分辨率的研究。而将自注意力机制融合进光谱重建的工作目前是一个比较新颖的研究，需要从光谱重建的原理与自注意力机制的特点相结合从而得到更好的结果，这是一个非常具有价值的研究工作，也颇具有挑战。  **2.2研究目标和效果**  针对目前计算型光谱系统虽然已经有了较为准确的光谱仪但都不够微型化和便携性，而具有微型化和便携性的计算型光谱仪的光谱重建精度和准确率是比较低的，不具备较好的商业价值和实际需求，因此以编码矩阵的研究提出设计不同的滤波函数和排列方式并融合自注意力机制的重建算法，最终实现以下的目标和效果：  **（1）针对编码矩阵的构成原理设计出更易于特征提取和重建的滤波函数但相同排列的编码矩阵；**  **（2）****根据彩色CCD的拜耳设计并利用二叉树的排列形式并且是相同滤波函数同排列的编码矩阵并与不同的滤波函数相同排列的方式结合对比使得光谱编码矩阵明显与噪音有差异的编码矩阵；**  **（3）将自注意力机制融合到光谱重建中使得光谱匹配度达到85%及以上。**  **2.3拟解决的关键问题**  本课题针对计算型光谱系统的编码矩阵设计时遇到的透过率函数选择和排列方式的问题和在确定编码矩阵后进行光谱重建时环境噪音和CCD本身自带的噪音函数问题，通过设计不同的滤波函数和排列方式使得编码具有更清晰和明确的特征信息，并需要对比CCD本身的噪声函数做数据的处理将其噪音和本身特征区别开来，最后使用自注意力机制的自相关性来帮助光谱重建，提升光谱重建的准确性和精度。因此，本课题拟定解决以下关键问题：  **（1）编码矩阵的实际设计问题**  在模拟仿真中可以使用理想化的滤波函数和排列来使得编码矩阵的特  征明确清晰，但在实际设计和加工时可能找不到与之对应的滤波函数，因此需要对其滤波函数的设计更加的合理化，并且要与实际滤波函数进行交叉验证和筛选，从而选出效果好且实际存在的滤波函数，让特征的提取变的简单。本课题就此可以拟采用逆向设计筛选的做法，用设计出较好效果的滤波函数去进行算法库查询，找到透过率函数基本一致或者大致相当的材料，并将该材料进行测试最后进行实际仿真测试，在实际设计中还需要考虑加工难度问题，因此在设计时还要考虑材料加工难度问题。  **（2）重建过程中CCD和环境影响的噪音过于大**  在重建数据集收集中需要利用CCD和商用光谱仪来分别收集编码数据和光谱数据，并构成数据集，但在采集过程中会有着环境噪音和CCD本身存在的噪音，而这些噪音在一定程度上甚至会覆盖掉部分特征信息，使得重建的特征错误，最后拟合出来的重建矩阵也是错误。因此需要对该实验收集环境和步骤进行优化处理并基于CCD自身所存在的噪声函数进行拟合，最好做到能够直接将CCD的噪声函数能够直接得出一个模型这样就可以使得重建时光谱特征更加简单无多余掺杂数据，或者使得编码特征更加突出从而重建出准确的物体光谱信息。  **（3）如何较好的将自注意力机制融合到光谱重建中的问题**  在计算光谱重建中大多重建方法都是基于先验知识进行重建的，但重建精度和重建准确性都不够高，因为有这各种各样的因素影响导致纯线性的拟合方式不能得到好的结果。因此利用深度学习较好的非线性拟合的能力，从而直接将不同CCD的成像函数进行拟合已达到推广到不同商业活动中，而自注意力机制的使用能够使得在利用先验知识本身存在的自相关特征信息，从而将其更好的重建，但目前就2022年清华的一个团队做了一个全连接的编码解码器网络，因此从头开始利用全自注意力机制网络构造光谱重建是一个颇具挑战的事情。 |
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| **三、研究方案设计及可行性分析（包括：研究方法，技术路线，理论分析、计算、实验方法和步骤及其可行性等）（不少于800字）**  **3.1研究方法**  通过调研关于光谱重建方面的文献，从而弄懂光谱重建背后的数学原理和数学模型，而且了解目前对光谱重建的研究所使用的方法和所达到的结果，基于调研的内容能够帮助了解到现在的研究现状和有价值的研究方向，同时还能够避免一些不切实际的想法，以防浪费时间。在调研的算法文献中能够清晰的知道目前算法的发展和能够解决的问题，帮助将现效果好的算法迁移到光谱重建中以得到好的结果。  利用商业的传统的光谱仪所收集的光谱信息与所研究的光谱重建出的光谱信息进行对比，可以得出重建结果的好坏，从而判定算法和特征提取的方向，以达到更好的结果。或者能够根据现有的设备实验环境与模拟仿真的结果进行对比看实验是否还有改进的地方。  在实验时可以先使得算法不改变的情况下改变光谱重建的滤波函数来控制变量以求在算法不变的情况使得直接出来的数据特征更加明显和方便处理。或者在已经设计好了滤波片函数后进行改进算法来使得重建结果提升的方式来对比结果，用实验来验证改进能够帮助向更好的方向进行。  **3.2技术路线**    图1 技术路线  如图1所示，在该技术路线中主要是利用算法对收集的数据集进行训练已达到更好的结果，并在最后运用到微型化光谱仪中。图1所示的关键技术具体阐述如下：  **（1）计算光谱系统光谱重建原理**  计算光谱的光谱重建是基于光谱调制的入射光被设计的滤光片，将光信号转换为电信号。然后应用一种算法对电信号数据进行处理，重建入射频谱。而光谱成像装置由数以千计的微光谱仪组成也就是多个单点式的计算光谱系统组成，所以主要研究的光谱重建是单点光谱重建的工作原理。计算光谱的重建目前主要是用滤波片的设计来做的，而每一个滤波片都有一个设计好的滤波传输响应函数，当入射光照射到滤光片上时光信号经过传输函数,式中的N为单个光谱系统中的滤波片数，是波长，待测的入射光谱被记为。因此可以表示出经过了滤波片被转换后的电信号的信号强度为：  (1)  式中是波长为λ的量子吸收效率，为透镜系统的色散曲线，和分别是预重建的入射光谱分布的波长下限和上限。  在实验中可以利用商用的传统光谱系统来获得物体的光谱曲线，就能够得到一个简化修正后的函数表示，这样可以将信号强度的方程变成为：  (2)  可以将上式中的积分方程离散化，可以得到一个如下的矩阵方程式：  ， (3)  上式中是使用到的滤波片数量，而为要重建的光谱信号的波段数。原则上，如果有足够数量的方程组，则可以直接通过矩阵反演重构出物体的光谱。但在实践中通常小于光谱采样点的数量，用来缩小光谱仪的尺寸，因此就不能得到该矩阵的唯一解。即使可以得到增加，使矩阵满足反演条件，但测量值和透射光谱曲线的校准值之间仍会出现误差，而采集设备中也会因为噪音的存在使得特征不够明显，因此不能通过直接求解式（3）的矩阵方程，这样就无法准确地重建物体的光谱信息，结果会存在较大的误差。  **（2）自注意力机制技术**  Attention机制的具体计算过程，如果对目前大多数方法进行抽象的话，可以将其归纳为两个过程：第一个过程是根据Query（输入向量中选取的一个Value）和Key（每个Value对应的键，可以由）计算权重系数，第二个过程根据权重系数对每个Value进行加权求和。而第一个过程又可以细分为两个阶段：第一个阶段根据Query和Key计算两者的相似性或者相关性；第二个阶段对第一阶段的原始分值进行归一化处理。  在第一个阶段，可以引入不同的函数和计算机制，根据Query和某个 Key，计算两者的相似性或者相关性，最常见的方法包括：求两者的向量点积、求两者的向量Cosine相似性或者通过再引入额外的神经网络来求值，即如下方式：  点积： (4)  Cosine相似性： (5)  MLP网络： (6)  第一阶段产生的分值根据具体产生的方法不同其数值取值范围也不一样，第二阶段引入类似SoftMax的计算方式归一化的同时将原始计算分值所有元素加权求和为1的概率分布。即一般采用如下公式计算：  (7)  第二阶段的计算结果每个a即为Value对应的权重系数，然后进行加权求和得到Attention数值：  ， (8)  自注意力机制是注意力机制的变体，其减少了对外部信息的依赖，更擅长捕捉数据或特征的内部相关性。自注意力机制主要是通过计算信息间的互相影响，来解决长距离依赖问题。self-attention其思想和attention类似，但是self-attention的提出是在Transformer框架中用来将其他相关信息的“理解”转换成我们正在处理的信息的一种思路。  首先，self-attention会计算出三个新的向量，把这三个向量分别称为Query、Key、Value，这三个向量是用输入向量分变与一个对应矩阵相乘得到的结果，这个矩阵是随机初始化的，该矩阵在训练过程中会一直进行更新，从而使得参数能够更加的拟合实际情况。  计算self-attention的分数值，该分数值决定了在某个位置信息时，对输入向量的其他部分信息的关注程度。这个分数值的计算方法是Query与Key做点乘。接下来，把点成的结果除做一个SoftMax的计算。得到的结果即是每个值对于当前位置的值的相关性大小，当然，当前位置的值相关性肯定会会很大。下一步就是把Value和SoftMax得到的值进行相乘，并相加，得到的结果即是self-attention在当前节点的值。  在实际的应用场景，为了提高计算速度，我们采用的是矩阵的方式，直接计算出Query, Key, Value的矩阵，然后把向量的值与三个矩阵直接相乘，把得到的新矩阵Q与K相乘，乘以一个常数，做SoftMax操作，最后乘上V矩阵  这种通过query和key的相似性程度来确定value的权重分布的方法被称为scaled dot-product attention：  *，* (9)  以上就是self-attention的计算过程，说明注意力机制是可以很好地学习到上下文的信息的相关性。  自注意力机制的简化计算过程：  （1）将输入向量转化成嵌入向量；  （2）根据嵌入向量得到q（query），k（key），v（value）三个向量；  （3）为每个向量计算一个score：；  （4）为了梯度的稳定，对 score归一化处理；  （5）对score施以SoftMax激活函数；  （6）SoftMax结果点乘Value值v，得到加权的每个输入向量的评分v；  （7）相加之后得到最终的输出结果z ：。  **3.3理论分析、计算**  基于光谱重建的原理公式，可以得出最主要的是根据滤波函数来解出方程式中间矩阵的唯一解。得到了唯一解就能够使得应用于各种设备中去，但因为在采集物体光谱时会受到各种的环境与设备等噪音影响，需要对噪音进行去噪或者优化处理，保证光谱重建结果的准确性和精度。  从式3可以看出光谱重建是一个类似与方程组求解唯一解的问题，基于这个方程组合设计的滤波片数量与预重建的光谱波段数对比进一步发现这是一个求解欠定方程的问题，即所求的未知数比已知方程多，这会导致方程的不好求解需要引入其他变量。如果是是用的窄谱滤光片设计的光谱系统那么就是求解一个稀疏欠定方程组的问题，那么利用压缩感知和最小二乘就可以解出这个稀疏的方程，但窄谱的环境适应性太弱，所以需要用到宽谱设计的计算光谱系统，因此这就变成了一个求解纯欠定方程的问题。经过分析发现该方程组会是一个特征叠加的问题，所以需要利用自注意力机制中的相关性权重的计算来使得想要的特征变得更加明显，从而重建出准确的光谱结果。  目前为了使计算型光谱系统能够在较暗或者噪声杂乱环境中使用，用的宽谱滤光片排列的滤光片阵列使得光的吸收效率较窄谱滤光片阵列提高数倍。宽谱滤光片的光透过率曲线不是一种只是一个波段有光透过，它是多个波段同时透过，因此在阵列中光谱吸收波段叠加的部分，光透过率是极高的，但会导致了一个问题是特征的叠加，这就需要进行特征的拆解从而来求解矩阵。  比如存在如下的模拟仿真的两条高斯光谱透过率曲线：    图2 模拟的不同透过率曲线与叠加曲线  由模拟的透过率曲线就能看出，两条曲线之间会存在一定的相关性，但是经过光信号到电信号的转换后得到的只有一个光信号强度信号，通过传统的算法提取特征反向解方程会导致叠加的特征不能分解出来，就不能很好的构成最后的模型，使得光谱重建存在着各种缺陷。  因此可以利用自注意力机制可以提取不同向量之间的相关性的特性来保证经过叠加后反解出的参数是对应原始的光透过率函数的结果，并且还可以通过深度学习中的非线性优化来优化噪音对重建结果的影响，使得光谱重建的结果具有更高的准确性和精度，并能进一步的做提升光谱分辨率的研究。将自注意力机制融合进光谱重建的工作目前是一个比较新颖的研究，需要从光谱重建的原理与自注意力机制的特点相结合从而得到更好的结果，这是一个非常具有价值的研究工作，也颇具有挑战。  **3.4本研究的实验方法与步骤**  首先需要经过计算型设计好的微型化光谱仪收集强度信息和收集同时用商用传统光谱仪收集的光谱信息，将强度信息与光谱信息就能构建出一组一一对应的数据集，并训练模型。   1. 搭建光谱标定实验平台； 2. 利用色卡作为标准光谱检测物来收集标定数据，并按顺序排列构成数据集； 3. 对数据进行分析，并预处理提取特征； 4. 构建算法模型，并将数据放入训练； 5. 利用测试光路进行算法测试，并评定结果； 6. 算法封装并部署到软件中。   **3.5可行性分析**  （1）目前在光谱重建上面已经有了先行者将宽谱设计的滤波片阵列用算法重建了出来，其结果已经达到了能够一定程度上的商用。  （2）在高光谱成像中已经有相当多的利用不同透过率函数和排列方式的方法使得成像效果提升，因此将该方法运用到光谱重建中来也能够提升重建精度和准确率。  （3）自注意力机制被证实在CV和NLP方向上能够对结果有着巨大的提升，而基于自注意力机制的原理解析也能得出能够提升光谱重建的准确性和精度。 |

|  |
| --- |
| **四、本研究课题可能的创新之处（不少于500字）**  （1）基于滤光片设计的计算型光谱系统整好能够使得光谱仪的大小有明显相对于传统光谱仪变得更小，利用便携。甚至进一步微型化到亚毫米量级能为片上光谱学以及其他原位表征提供一系列机会，有可能集成到智能手机，快照式高光谱成像设备中。对于诸如基于智能手机的消费电子可能在检测伪造药品，钞票，监测皮肤健康，甚至是在确定食品中的糖和脂肪含量等领域会有潜在应用。另一方面，在工业上，这种基于无人机的微型光谱成像设备可能会彻底改变传统大规模农作物监测的方式；  （2）不同的滤波函数和排列方式的不同使得在构建编码矩阵时让其特征突出明显能够区别于噪音或者使得实验更简单，最后得到的特征能够更好训练模型以此提高光谱重建的准确率和精度；  （3）将自注意力机制融合到光谱重建中，目前就这方面的研究基本没有，最新的研究是2022年清华的崔开宇团队利用了全连接层的编码解码器框架，使得结果与他们20年的结果对比有着巨大的提升，甚至能够为光谱成像奠定了良好的基础；  （4）在检测中有时候不仅仅是需要光谱信息，还需要利用光谱信息来重构出高光谱图像，即光谱成像，当将光谱重建的效果具有了一定的准确性和精度后，可以将该重建出的光谱进行光谱成像的研究，能够使得光谱成像的设备也具有小型化的潜力，让新型的计算光谱成像仪应用到各个行业，为收集高光谱信息提供帮助。 |
| **五、研究基础与工作条件（1.与本项目相关的研究工作积累基础 2.包括已具备的实验条件，尚缺少的实验条件和拟解决途径）（不少于500字）**  **5.1与本项目相关的研究工作积累基础**  （1）阅读大量的相关文献，具有相关的基础知识，为开展实验奠定了坚实的基础。  （2）掌握了基本的实验技术，如设备的使用，数据如何收集和改进实验方法等相关实验技能。  （3）已经有了一组较好的数据集，并且具有了一些算法基础。  （4）已经将自注意力机制算法代码写出，并应用在了不同数据上得到对应的结果。  （5）将自注意力机制融合到光谱重建的数据集中，但就结果对比表明还需要进一步的改进。  **5.2已具备的研究条件，尚缺少的研究条件和拟解决的途径：**  已具备的研究条件：  设备仪器：由海洋光学提供的商业光谱仪；实验室自主设计的微型化光谱仪；气浮光学实验平台；可见光光源；近红外光源；一台可用计算服务器和可用的超级计算机；若干光学透镜和支杆。  数据来源：数据已有一定的可以进行验证和实验的数据集，能够先行基于模拟仿真来进行重建研究。  测试软件：已经利用QT编写好了基于OPENCV的DNN模块的推理系统，能够对一些深度学习算法模型进行推理预测并用于部署到通用个人电脑上。  尚缺少的研究条件：  设备：需要更好的光谱重建阵列，因为先期加工的材料没有控制好品控问题导致存在着一些不应该有的人为误差，这会使得重建出来的光谱模型不具有更大的通用性。  数据：需要根据新的加工阵列来收集和提取特征以达到更好的结果。  测试软件：目前的深度学习模型推理是基于OPENCV的不具有更大的部署可能性。  拟解决的途径：  设备：跟进新的加工阵列并做好测试。  数据：重新基于新的滤光片阵列收集更好的数据集。  测试软件：应用C++中的底层数学库自己学一个推理模型。 |

**学位论文工作计划**

|  |  |  |
| --- | --- | --- |
| 时间 | 研究内容 | 预期效果 |
| 2022.10-2022.12 | 阅读大量相关文献和资料 | 完成开题报告和文献综述，形成系统的研究方案 |
| 2022.01-2022.04 | 对编码矩阵设计、计算光谱重建技术和自注意力机制研究 | 理解并能解析其数学原理 |
| 2022.05-2022.08 | 对获取的强度与光谱数据集，进行融合算法的研究 | 利用现有网络验证融合算法的有效性 |
| 2022.09-2022.01 | 利用光谱重建与商用光谱仪结果对比并改进算法 | 能够拟合实际光谱 |
| 2023.02-2023.06 | 完成毕业论文的撰写 | 完成毕业论文 |