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# Definition

**Project Overview**

Stock markets are the second largest public market, valued at roughly $70 trillion (cmc markets, n.d.). With a market that large and a lot of money to be gained, it is no surprise that stock price prediction is a big topic. Traditionally, stock price prediction has been analysed through *factors*. In essence, factors are common sources of risks (& returns) among different stocks. Fama & French defined the de facto baseline factor model by identifying 5 different factors (Fama & French, 2015). They identified the following 5 factors: market returns, size, value, profitability & investment patterns.

Looking for new sources of stock predictions, researchers have turned to analysing stock chart images using machine learning. Jin & Kwon investigate the impact of chart image characteristics on stock price returns using CNNs (Jin & Kwon, 2021). Ozbayoglu & Sezer also investigate the potential of using CNN models on bar chart images (CNN-BI) to predict stock returns (Ozbayoglu & Sezer, 2019).

This project aims to build a CNN model in line with this body of research that predicts stock returns.

**Problem Statement**

This project investigates whether CNNs can be successfully designed to predict stock returns. Concretely, the following research question is addressed:

Can a CNN be designed that accurately predicts stock returns into one of the following three classes?

* Label 2: Positive returns (defined as returns > 2% over the next calendar month)
* Label 1: Neutral returns (defined as returns <= 2% and >= -2% over the next calendar month)
* Label 0: Negative returns (defined as returns < -2% over the next calendar month)

**Metrics**

The model will be evaluated based on its accuracy. This is simply defined as the % of samples that is classified correctly. While it is a basic metric and has some limitations (especially for unbalanced classes), it still gives a quick and easy to understand idea of the quality of the model.

To offer some additional insights, the model will be evaluated based on its precision and recall as well. However, since this is a multi-class problem, the precision and recall will have to be calculated separately for each class. Ultimately, with stock return predictions, the aim is to catch most opportunities (high recall) and avoid (costly) wrong investments (high precision).

# Analysis

**Dataset**

The raw data used for this project will consist of adjusted prices for (almost) all US stocks & ETFs between 1984 and 2017 (Marjanovic, 2017). The dataset consists of adjusted prices, meaning that stock splits and dividends have been taken into account. This dataset was released to the public domain under CC0.

The raw data will be cleaned and transformed into a collection of (labelled) images according to the three predictive classes from the problem statement.

Concretely, the data is randomly sampled and many observations with the following features are created:

* Historical returns
* Historical standard deviation
* Area chart of historical prices
* Gramian Angular Difference field plot of historical prices
* A dummy that indicates whether the observation is from a stock or ETF

Each feature is calculated for a 1 month, 6 month, and 12 month lookback period.

Next to the features, a label is created that corresponds to the 3 classed defined in the problem statement.

This new dataset of observations is the one that is used in the remainder of the project.

**Data Exploration**

The transformed dataset contains the following columns:

* **date**: the start date of the observation
* **asset\_file**: the path of the file from which this observation was created
* **stock**: a boolean indicator that is 1 if this observation comes from a stock or 0 if it comes from an ETF
* **1\_month\_return**: the return of the asset in the previous calendar month (lagged by one day to omit look-ahead bias)
* **6\_month\_return**: the return of the asset in the previous 6 calendar months (lagged by one day to omit look-ahead bias)
* **12\_month\_return**: the return of the asset in the previous 12 calendar months (lagged by one day to omit look-ahead bias)
* **1\_month\_volatility**: the (daily) volatility of the asset in the previous calendar month (lagged by one day to omit look-ahead bias)
* **6\_month\_volatility**: the (daily) volatility of the asset in the previous 6 calendar months (lagged by one day to omit look-ahead bias)
* **12\_month\_volatility**: the (daily) volatility of the asset in the previous 12 calendar months (lagged by one day to omit look-ahead bias)
* **1\_month\_img**: the name of the .png file containing a GADF chart of the asset price in the previous calendar month (lagged by one day to omit look-ahead bias)
* **6\_month\_img**: the name of the .png file containing a GADF chart of the asset price in the previous 6 calendar months (lagged by one day to omit look-ahead bias)
* **12\_month\_img**: the name of the .png file containing a GADF chart of the asset price in the previous 12 calendar months (lagged by one day to omit look-ahead bias)
* **1\_month\_img\_bar**: the name of the .png file containing an area chart of the asset price in the previous calendar month (lagged by one day to omit look-ahead bias)
* **6\_month\_img\_bar**: the name of the .png file containing an area chart of the asset price in the previous 6 calendar months (lagged by one day to omit look-ahead bias)
* **12\_month\_img\_bar**: the name of the .png file containing an area chart of the asset price in the previous 12 calendar months (lagged by one day to omit look-ahead bias)
* **label\_1m**: the classification target. This can be 0 (next-month returns < 2%), 1 (next-month returns >= -2% and <= 2%), or 2 (next-month returns > 2%)
* **1m\_return**: the return over the next 1 month (used for baseline regression model)

Two types of images representing the stock price time-series are present in this dataset. First is a Gramian Angular Difference Field (GADF) of the historical stock prices. This is a 2D-representation of a time series. It has been shown that this representation of time series helps in classification an imputation tasks (Wang & Oates, 2015). Next is a simple area chart of the historical stock prices. For similar images (bar charts), Ozbayoglu & Sezer have already shown that a CNN model trained on these images has some predictive power in predicting future stock returns (Ozbayoglu & Sezer, 2019). They used a 30-day lookback window, but their stock universe was rather small and limited to only the Dow 30. This is in contrast with the dataset used for this project which covers the entire US stock market.
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Figure 1 Gramian Angular Difference Field (left) and Area Chart (right) of the same stock price history over a 360 day period.

Both the GADF and area chart images are plotted based on smoothed prices (5-day average) that were normalized relative to the price on the first trading day of the lookback window. Furthermore, each picture is 30x30 pixels large. The GADF charts are represented by 3-channel RGB images, and the area charts as 1-channel greyscale images.

The dataset contains 20,989 observations.

**Exploratory Visualization**

First, regarding the labels, the dataset is very imbalanced (see table below**)**. This can create problems for the model training. Therefore, the training, test, & validation sets are sampled from this dataset in such a way that it contains a balanced sample of the different labels.

|  |  |
| --- | --- |
| **Label** | **Count** |
| Negative Returns | 8,131 |
| Neutral Returns | 3,059 |
| Positive Returns | 9,799 |

Table 1 Class Imbalance

Second, as can be seen in the plot below, the data is skewed towards more recent dates. This can introduce some bias to the model as more recent events are taken into account more.
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Figure 2 Distribution of the observations over time

Third, some observations display extremely large (or small returns). Therefore, the dataset is filtered so that only observations with returns between -50% and 100% are retained. This is still a large range, but is within a realistic range based on historical stock market performance and crashes. The goal of this classifier is to predict returns under “normal” conditions, not to predict extreme bull-runs or crashes which is a much harder problem.

**Algorithms and Techniques**

A Convolutional Neural Network (CNN) is used for this project. It is in line with the models used in previous research and is still a state-of-the-art algorithm for image classification. The algorithm classifies images by assigning a probability that they belong to each class. For this project, the following parameters were tuned:

* The number of epochs (the number of cycles that are trained)
* The batch size (the number of images used in a single training step)
* The learning rate (the rate at which the algorithm learns from new information)

The structure of the CNN consists of a convolutional layer followed by a fully connected linear layer to predict the three labels.

* A CNN structure depending on the input type
  + A CNN structure for the GADF images
  + A CNN structure for the area chart images
* An FC to turn the output of the CNN structure into predictions for the three labels

The CNNs used for the image classification are based on the model from Ozbayoglu & Sezer (Ozbayoglu & Sezer, 2019). An overview of the entire model will be provided below in the implementation section of the methodology.

An Adam optimizer was used so momentum is dynamic rather than being chosen upfront. Since this is a multi-class problem, Cross-Entropy Loss is minimized during the training.

The model is trained on the CPU, but could easily be modified to train on a GPU instead.

**Benchmark**

For the benchmark model, a simple OLS regression model was first constructed. Due to poor performance however, a Logistic Regression model was constructed as a benchmark model instead. This model takes the historical 1 month, 6 month, and 12 month returns and volatilities into account and predicts probabilities that an observation belongs to each of the three classes. Similar to the CNN model, this Logistic Regression model was trained on the training set and will be evaluated on the test set.

Given the simplicity of this model, and the complexity of the problem, this model is not expected to perform well & might even perform worse than a simple random allocation.

The model has an overall accuracy of 43.69% on the test set and the precision & recall for the different classes are as follows:

|  |  |  |
| --- | --- | --- |
| **Label** | **Precision** | **Recall** |
| Negative Returns | 43.65% | 44.14% |
| Neutral Returns | 46.23% | 63.51% |
| Positive Returns | 38.10% | 23.42% |

Table 2 Benchmark performance metrics

The accuracy, precision, and recall are all slightly better than a random allocation except for the positive return recall. Given the balanced sample of 3 classes, a random allocation would hover around 33.33% for the accuracy, precision, and recall. Although the model does not perform bad on negative and neutral return predictions, it fails to predict and recall positive returns well.

# Methodology

**Data Preprocessing**

Given that the model data was constructed from scratch based on the raw data no further preprocessing was necessary. The only preprocessing that took place was to construct meaningful train, test, and validation subsamples.

The unbalanced labels and outlier returns are taken into account to create a subsample of observations that are considered for this problem. This leads to a training dataset with 6,210 observations and a validation and test dataset with 1,332 and 1,329 observations respectively.

**Implementation**

2 model designs were tested: a model that only uses area chart images and a model that only uses GADF chart images. All models only used the 1 month historical return images. (The 6 month and 12 month images could be used for future improvements of this model.)

Both models were finetuned using the “optuna” package and Pytorch. The search space for the hyperparameters was as follows:

* Learning rate: 0.0001 to 0.01
* Epochs: 50 to 200
* Batch size: 64 to 2056

During the finetuning, 5 models are constructed and the model with the highest accuracy (on the validation set) is retained as the best model for that specific design.

Overall, the models were trained by minimizing their Cross-Entropy Loss and using an adaptive momentum optimizer (Adam).

The structure of both models is equal, with the one exception that the model trained on area chart images only uses 1 input channel (greyscale), while the model trained on GADF images uses 3 input images (RGB). The structure of the models is inspired by Ozbayoglu & Sezer (Ozbayoglu & Sezer, 2019) and can be seen in the image below.

As marked on the image below, the CNN model consists of 3 parts. First, there is the input image which is a 30x30 pixel image. Next, there is a convolutional structure consisting of two convolutional layers, followed by one max pooling layer (to compress the output information). Finally, there is a fully connected linear structure consisting of 2 dropout layers (to reduce overfitting) and 2 linear layers. Throughout the entire structure, ReLu activation is used as the activation function given its attractive properties.

Figure 3 High-level structure of the CNN model

**Refinement**

The CNN models are largely in line with the model suggested by Ozbayoglu & Sezer (Ozbayoglu & Sezer, 2019). The model incorporates 2 dropout layers to prevent overfitting. Next to this, the model uses an adaptive momentum optimizer (Adam) during the training so that the learning rate is automatically decreased once the training losses start to stop decreasing.

When training the model on area charts with random hyperparameters, the model failed to learn and remained stuck at a 33.33% accuracy on the validation dataset. After adding a hyperparameter optimization step, this accuracy increased to 46.99%. The hyperparameter optimization suggests that smaller learning rates in combination with larger epochs and batch sizes are more optimal for this problem. Further improvements were made by training the model on Gramian Angular Difference Field plots rather than on area charts, leading to an accuracy of 78.97% on the validation set. This suggests that the GADF plots are able to represent more valuable information even though both images have the same size (30x30 pixels).

# Results

**Model Evaluation and Validation**

**Justification**

# Conclusion

**Reflection**

The problem of predicting future stock returns is a problem that, in my humble opinion, will never be solved with 100% accuracy. While the model constructed above shows some nice characteristics, it is still far from being usable in a real-life investment setting. However, the model suggested above could (with some improvement) become a part of a larger ensemble model that takes many different predictions into account as simple directionality of prices (as suggested by this model) is likely too vague of a signal to make a clear investment decision. Next to this, a more elaborate investment algorithm should also take provisions against increased volatility and potential market downturns into account.

Regardless of the direct usability of this model, the fact that a machine learning model based on stock chart images has a good accuracy is surprising given that technical analysis (the manual analysis of stock chart images) is often discarded as a bad investment strategy.

**Improvement**

There are a number of ways to improve the model. First of all, the other images from the cleaned dataset could be incorporated into the CNN model (6 month & 12 month historical return images). The numerical features (returns, standard deviations …) could also be incorporated into the CNN model to create a multi-input type model.

Next to these rather “quick” potential improvements, there are also more elaborate potential improvements. First of all, the training, validation and test data could be balanced over time. Currently there is a skew towards more recent observations, which might introduce unwanted biases. Second, the training, validation and test datasets could also be set up in such a way that they only contain observations from completely separate time periods (to omit lookahead biases). Third, other images, such as the evolution of return standard deviation over time or factor scores (Value, Momentum …) over time could be incorporated as they could also contain potentially valuable information for the model.
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