1 Motivation

Virtual reality (VR) has dominated tech headlines in recent years with its ability to immerse its users in a virtual world. Gaming is the most well-known uses for VR. Moreover, virtual Reality has been adopted to education for teaching methods, to medical training and to military.

For Virtual Reality to be truly immersive, it needs convincing sound to match. The immersive graphics need equally immersive 3D audio that replicates the natural listening experience.

A challenge for a realistic 3D audio in VR is complex virtual scenes with thousands of sounds sources. For each source, the computational workload increases proportionally. **To reduce computational complexity while maintaining the same auditory impression for the listener**, many different methods have been proposed.

In this work I am going to use the 3D audio technique ‘ambisonics’, which is a high-resolution surround-sound system developed in the early 70s. Ambisonics has significant advantages compared to other 3D audio techniques.

2 Project Description

1. Why do I use Ambisonics?

* It provides full surround while requiring only four channels total(B-Format) for first order.
* You can replace the loudspeakers in convenient positions and the number of loudspeakers is not limited to a precise number of speakers.
* The sweet spot(optimum listening position) is wider.
* There are various numbers of open source toolboxes for this method.

1. What are the steps of Ambisonics chain ?

In this work, input signals will be created in a virtual environment. There is already existing Matlab Code for the scene and sound realization and reverberations. After I write my code for ambisonics, I will use these signals as my input.

First step in Ambisonic chain(first order) is **encoding stage** that converts the signals into B-format(spherical harmonics), which are agnostic of the loudspeaker arrangement. After this encoding process, some **transformation methods** will be used for rotation . This step will be followed by the determining the **decoder** that will be used and the location of loudspeakers. Aim of these steps is to be able to decode ambisonics accurately in a set of several loudspeaker signals distributed around the listener to recreate the scene for the listeners.

1. How can I play an Ambisonics signal through headphones?

After successful decoding, Head Related Transfer Functions will be used to render loudspeaker signals to binaural signals. For the last step , there is also an already Matlab Code.

1. What options are available for determining the head position of the listener?

For this thesis I am going to use an open source collection of Matlab functions referred to as the Sofa/ambix binaural rendering(SABRE) toolkit for ambisonics-to-binaural decoding. Database of head related transfer functions (HRTFs) is standardized as ‘SOFA Format’ and avaible on internet.

Challenges

For a system to work effectively the decoder must be configured for the loudspeaker layout and so either the loudspeakers must be placed where the decoder requires, or the decoder must be told where the loudspeakers are located. Depending on the loudspeaker layout this can be relatively straightforward or really quite complex. In the most simple cases, with a perfectly regular layout, the B-format signals are sampled at the loudspeaker positions. Finding the optimal approach might be challenging.

3 Tasks

* **Literature review**: Ambisonics and different tools for implementation .
* **Enviroment:** learning how to work with MATLAB and its syntax.
* **1. Implementation:** creating the simulation environment and implementing a virtual scene with many sources and their calculated reverberations.
* **2. Implementation:** Implementing an encoding matrix to transform sound fields into a B-Format.
* **3.Implementation:** Working on the transformations/normalization/filtering.
* **4.Implementation:** Determining an accurate decoding method and the locations of loudspeakers and converting loudspeaker signals to binaural signals to be able to listen it with headphones.
* **Testing & Writing the thesis :** To evaluate the method, testing the binaural rendering in listening tests and writing the results of the research