|  |  |  |  |
| --- | --- | --- | --- |
| 1 | 在模型评估过程中，过拟合和欠拟合具体指什么现象   |  | | --- | | **过拟合**是指模型在训练数据拟合呈过当的情况，反应到评估指标上，就是**模型在训练集上的表现很好，但在测试集和新数据上的表现很差**。  **欠拟合**指的是模型在**训练和预测时都不好的情况**。 | | 如何描述这两个现象 |
| 2 | 降低过拟合和欠拟合的方法   |  | | --- | | **降低过拟合**风险的方法：  **1.从数据入手，获得更多的训练数据。**使用更多的训练数据是解决过拟合问题最有效的手段，因为更多的样本能够让模型学习到更多更有效的特征，减少噪声的影响。当然，直接增加实验数据一般是很困难的，但是可以通过一定的规则来扩充训练数据。比如在图像分类问题上，可以通过图像的平移，旋转，缩放等方式扩充数据，更进一步地，可以使用生成式对抗网络来合成大量新训练数据。  **2.降低模型的复杂度**。在数据较少时，模型过于复杂是产生过拟合的主要因素，适当降低模型复杂化度可以避免模型拟合过多的采样噪声。例如在神经网络模型中减少网络层数，神经元个数等，在决策树模型中降低树的深度，进行剪枝。  **3.正则化方法。**给模型参数加上一定正则约束，比如将权值大小加入到损失函数总。  **4.集成学习方法。**集成学习是吧多个模型集成在一起，来降低单一模型过拟合风险，如bagging方法。  **降低欠拟合**风险的方法：  **1.添加新特性。**当特征不足或者现有特征与样本标签的相关性不强时，模型容易出现欠拟合。通过挖掘上下文特征　　ID类特征、组合特征等新的特征，往往能够取得很好的效果。  **2.增加模型复杂度**。简单模型的学习能力较差，通过增加模型的复杂度可以使模型拥有更强的拟合能力。例如在线性模型中增加高次项，在神经网络模型中增加网络层数和神经元个数。  **3.减小正则化系数。**正则化是用来防止过拟合的，但当模型出现欠拟合现象时，则需要有针对性的减小正则化系数。 | | 从多个维度来考虑，比如数据，特征，模型，目标函数等等 |
| 3 | L1和L2正则先验分别服从什么分布   |  | | --- | | **L1是拉普拉斯分布，L2是高斯分布**。对参数引入高斯正态先验分布相当于L2正则化。  https://pic1.zhimg.com/80/v2-732e2ddb2390339ad89718bb78fffa70_720w.jpg  https://pic3.zhimg.com/80/v2-22dbee532ae5245c8f09385ddc0267e6_720w.jpg  对参数引入拉普拉斯先验等价于 L1正则化。  https://pic2.zhimg.com/80/v2-77474db26934310b117927289d9fc67d_720w.jpg  https://pic2.zhimg.com/80/v2-cdaff3e8d930d050922c1543af49a85d_720w.jpg  从上面两图可以看出, L2先验趋向零周围, L1先验趋向零本身。 | | 可根据L1和L2正则项的数学表达式的形式来分析 |
| 4 | 对于树形结构为什么不需要归一化？   |  | | --- | | **因为数值缩放不影响分裂点位置**，对树模型的结构不造成影响。按照特征值进行排序的，排序的**顺序不变，那么所属的分支以及分裂点就不会有不同**。而且，**树模型是不能进行梯度下降的**，因为构建树模型（回归树）寻找最优点时是通过寻找最优分裂点完成的，因此树模型是阶跃的，阶跃点是不可导的，并且求导没意义，也就不需要归一化。 | | 理解清楚特征归一化所适用的模型场景 |
| 5 | 什么是数据不平衡，如何解决？   |  | | --- | | **数据不平衡又称样本比例失衡**，比如二分类问题，如果标签为1的样本占总数的99%，标签为0的样本占比1%则会导致判断**「失误严重」**，准确率虚高。  常见的**解决不平衡问题的方法**如下。  **1.「数据采样」**数据采样分为上采样和下采样，**上采样是将少量的数据通过重复复制使得各类别比例均衡**，不过很容易导致过拟合问题，所以需要在新生成的数据中加入随机扰动。下采样则相反，**下采样是从多数类别中筛选出一部分从而使得各类别数据比例维持在正常水平**，但容易丢失比较重要的信息，所以应该多次随机下采样。  **2.「数据合成」**是利用已有样本的特征相似性**生成更多的样本**。  **3.「加权」**是通过不同类别的错误**施加不同的权重惩罚**，使得ML时更侧重样本较少并容易出错的样本。  **4.「一分类」**当正负样本比例失衡时候，可以利用One-class SVM，该算法利用**「高斯核函数」**将样本空间映射到**「核空间」**，在核空间找到一个包含**「所有数据」**的高维球体。如果测试数据位于这个高维球体之**「中」**，则归为多数类，否则为少数类。 | | 理解数据不平衡会给模型训练带来什么影响 |