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# 1 Introduction

# 2 The Model

## 2.1 The Decision Process

Suppose time is discrete. Let denote the sequence of rewards , which yields reward in time period .[[1]](#footnote-1) The time length of this sequence, denoted by , is finite. For any , the reward level is a random variable defined on . I assume that making an intertemporal choice involves three steps:

In the decision process described above, Step 3 is standard. By Step 1-2, I take the notion that, to evaluate a stimuli, the decision maker needs to assess all the relevant information, while her information processing capacity is limited. Consequently, she selectively attends to only *a subset* of the available information (which is termed *a sample*), then aggregates the attributes observed in the sample to calculate the stimuli value. This sampling process is not unbiased; on the contrary, the decision maker aims to retain more of the information that they consider more relevant in the sample. Such a notion has a long history in psychological research.[[2]](#footnote-2) In recent years, many theories grounded in this (or similar notions) have made significant progress in explaining choice anomalies, such as decision field theory (Busemeyer and Townsend 1993), decision-by-sampling (Stewart, Chater, and Brown 2006), utility-weighted sampling (Lieder, Griffiths, and Hsu 2018) and efficient coding theory (Heng, Woodford, and Polania 2020). In the next subsection, I describe the sampling and valuation process in detail.

## 2.2 Attention Mechanism and Optimal Discounting

Let be a potential realization of , and be the support of , i.e. the smallest set containing any potentially realized sequence , where . Let be the probability that the reward of the -th period in is in the sample, be the utility obtained by reward (), where , . The function and are termed as weight function and instantaneous utility function respectively. The approximate value of , which I term by , is calculated by .

The sampling process is sequential. At the very beginning, the decision maker has no information about which period in a potentially realized sequence has a larger reward. After each sampling, she acquires new information in this regard, and adjusts the sampling weights for different time periods based on such information. Sampling and processing information require mental effort from the decision maker, thus trigger a cost at the cognitive level. I assume the decision maker’s objective in this process is to find a sampling strategy, denoted by weight function , that can maximize the approximate value of the given reward sequence (hereafter referred as “overall utility”) minus the cost of information, i.e. maximizing . As the decision maker pays a higher cost in sampling as well as processing information, these sampling weights will change in a way that increases the overall utility. Therefore, we consider the cognitive cost as a functional of weight function .

The problem of determining the weight function under the above setting is termed as the constrained optimal discounting problem in Noor and Takeoka (2022, 2023). I follow their terminology.

**Definition 1**: Let be the smallest set containing all possible weight functions. Given a stochastic reward sequence , the following optimization problem is called the *constrained optimal discounting* problem for :

where is called a *information cost* function, and . That is, the cost of information is increasing and convex in .

The assumption that is a convex function ensures the constrained optimal discounting problem has an interior solution. Notably, the objective function in Definition 1 implies that the decision maker tends to pay a cost to make any period or state with a larger reward be sampled more frequently. There are two reasons for using this objective function. First, there is substantial evidence indicating that people selectively attend to desirable information and avoid unpleasant information.[[3]](#footnote-3) For instance, it is found investors are more likely to check their brokerage accounts when stock market goes up (Sicherman et al. 2016). In the intertemporal choice setting, this suggests that the periods or states with more desirable outcomes may receive more attention. Second, as is pointed out in Lieder, Griffiths, and Hsu (2018), the sampling algorithm in the brain may share certain principles with optimal importance sampling. In importance sampling, to minimize the variance, the events with greater absolute utilities should be assigned more importance, i.e. being sampled with a higher probability. If the same principle is applicable to the brain, it also provides a rationale to this specific objective function.

After determining the weight function, the decision maker calculates the overall utility that she can obtain from a reward sequence. Let be the probability of being sampled in the brain. I define . Thus, the overall utility of can be calculated using the expected discounted utility (EDU) framework, i.e. . Under EDU framework, the in braces is commonly referred to as the *discounting factor* for period in , a certain realization of sequence . Given that attentional mechanism plays a prominent role in the valuation of , I call any calculated in this way the *attentional discounted utility*. When each alternative sequence has been valuated, I assume the decision maker will choose the sequence with highest attentional discounted utility (ADU). This is shown in Definition 2.

**Definition 2**: For any sequence of rewards , , preference relation has an *attentional discounted utility* (ADU) representation if and only if

and

where denotes , is the time length of , and are the solutions to constrained optimal discounting problems for and .

## 2.3 ADU with Shannon Cost Function

Hereafter I focus on a well-known specification of information cost function, which I term Shannon cost function, proposed by Matějka and McKay (2015). The Shannon cost function was originally used to justify the multinominal logit model in discrete choice analysis, and so far has been topical in rational inattention literature. To construct this style of information cost function, Matějka and McKay (2015) introduce two assumptions. The first assumption is, before acquiring any information, the decision maker estiablishes an initial allocation of weights for different attributes, which remains invariant over states. The weights are then updated in a manner consistent with Bayes rule. Suppose the initial weight assigned to period is , then . The second assumption is, the cost of information is linear to the information gains, measured by Shannon mutual information. That is,

where is a parameter denoting unit cost of information (). With the Shannon cost function, the constrained optimal discounting problem can be easily solved by Lagrangian method.[[4]](#footnote-4) In its solution, the discounting factor is calculated by

In this case, follows a logistic-like distribution. It is increasing with , indicating that the decision maker tends to pay more attention to the periods with larger rewards; and is “anchored” in the initial weight , inidicating the adjustment of attention allocation is costly. Meanwhile, note that the sum of for any given is fixed at 1, which implies the decision maker’s capacity of information processing is limited. If Shannon cost function is used in determining weight function, I call the overall utility calculated in the subsequent step as *ADU with Shannon cost function* (hereafter referred to as ADUS).

In a static choice setting, the rationale for the usage of Shannon cost function can be interpreted with independence of irrelevant alternatives (Matějka and McKay 2015), or data compression (Caplin, Dean, and Leahy 2022). However, this is not applicable when weights can be allocated across time periods. Hence, I propose two axioms that can characterize Shannon cost function in the intertemporal choice setting.

**Axiom 1**: For any reward sequence , , and real number , implies .

Axiom 1 can be interpreted by Lemma 1.

**Lemma 1**: (*state independence*) Suppose preference relation has an ADU representation and satisfies Axiom 1. If , and for any , , then for any deterministic reward sequence , , …, , we have

Lemma 1 implies that, the determination of discounting factors for one potential realization of a reward sequence will not interfere with that for another potential realization of it. Suppose and are both potential realizations of a reward sequence , one can solve and by constructing a constrained optimal discounting problem for each then solving it independently.

**Axiom 2**: For any non-negative real number and reward sequence , let denote , then implies .

Axiom 2 can be interpreted by Lemma 2.

**Lemma 2**: (**spread-consistency correlation**) Suppose preference relation has an ADU representation and satisfies Axiom 2. If there exist and such that, for any and , , where , then for any , we have

where .

Lemma 2 implies that, when allocating a consumption budget across time periods, the decision maker keeps her choice dynamically consistent if and only if she performs a strong preference for spread. Given that people are typically assumed to be impatient (preferring a declining sequence), one intuitive interpretation of Lemma 2 is that the less impatient a decision maker is in the present, the less inclined she is to deviate from the original choice in the future.

**Proposition 1**: *has an ADUS representation if and only if it has an ADU representation and satisfies Axiom 1-2.*

# 3 Implications in Time Preferences

To illustrate how ADU with Shannon cost function can account for a broad set of anomalies about time preferences, imagine that a decision maker receives a positive detereminstic reward in period (and no reward in other periods). That is, she receives a sequence of rewards , where and is certain, and for all (both and are in ).

For the convenience of illustration, I assume the decision maker holds stationary time preferences before acquiring any information, that is, . Meanwhile, , where implies the initial attention is uniformly distributed across periods. For simplicity, I define , and set . Let denote the discounting factor for period . From the formula of ADUS we can infer that

Clearly, is decreasing in . This offers an account for a phenomenon called *hidden zero effect*.

## 3.1 Hidden Zero Effect

The most direct evidence that could support the ADUS model is likely the hidden zero effect (Magen, Dweck, and Gross 2008). The hidden zero effect means, supposing people face a small sooner reward (SS) and a large later reward (LL), they tend to exhibit more patience when SS and LL are framed as sequences rather than being framed as single-period rewards. For instance, suppose SS is “receive £100 today” and LL is “receive £120 in 6 months”, and we have

SS0: “receive £100 today and £0 in 6 months”

LL0: “receive £0 today and £120 in 6 months”

people will be more likely to prefer LL0 over SS0 than preferring LL over SS. Subsequent research (e.g. Read, Olivola, and Hardisty (2017)) suggests that the hidden zero effect is asymmetric. That is, shifting SS to SS0 and keeping LL unchanged leads to an increase in patience, whereas shifting LL to LL0 and keeping SS unchanged cannot increase patience. ADUS assumes that, within a sequence, attention is limited and the weight assigned to each period is anchored in an initial positive weight. These properties naturally explain the hidden zero effect. To illustrate, in SS, the decision maker perceives the length of sequence as “today” and allocate no attention to future. Whereas, in SS0, she perceives the length as “6 months”. This makes some attention be paid to future periods with no reward, and decreases the attention paid to the only period with positive reward (given attention is limited); thus, the overall utility of sequence decreases. By contrast, shifting from LL to LL0 does not change the length of sequence, thus does not change overall utility.

The existence of hidden zero effect also provides a hint in selection of time length . When evaluating a reward delivered in period , the range of is . Any increase in will reduce the overall utility. Thus, when comparing SS and LL, the decision maker may tend to set (the minimum length she can set), in order to maximize the overall utility. Any period out of this length can be perceived as irrelevant to the decision; so, she does not need to sample from the periods after , when evaluating the given reward. Though, explicitly mentioning the periods after will direct her attention to those periods, and lead to the hidden zero effect. By setting , we have

where

Given period is now the only period with a non-zero reward within the sequence, I use to directly represent the whole sequence, and let denote the discounting factor for period . Interestingly, when , takes a form similar with hyperbolic discounting.

## 3.2 Common Difference Effect

A well-known anomaly about time preferences is *common difference effect*, firstly defined by Loewenstein and Prelec (1992). Suppose there are a large later reward arriving at period (denoted by LL) and a small sooner reward arriving at period (denoted by SS), where , . Define . The common difference effect means, supposing, we must have for any positive integer .

ADUS predicts that, if people are impatient, to observe the common difference effect, the difference between SS and LL in reward level must be set significantly larger than the difference in time delay. This is shown in Proposition 2.

**Proposition 2**: *In ADUS, if the initial weights are uniformly distributed, then the common difference effect always holds; if the initial weights exponentially declines over time, the common difference effect holds when* *.*

Proposition 2 is interpreted as follows. When , ADUS predicts the decision maker always performs the common difference effect. This is obvious because discounting factor takes a hyperbolic-like form. When , there are four factors jointly deciding whether we could observe the common difference effect or not. First, without considering attentional mechanism, when we extend time delay, each of and , i.e. the discounting factor for (and attention paid to) the only period with positive reward, declines in an exponential fashion. Second, without considering newly added time interval, due to the decline of and , the decision maker frees up some attention and can reallocate it across periods. Given that in LL, the decision maker has to wait longer for reward, the periods where she wait can grab more attention from the released capacity of attention, compared with those in SS. In other words, an extension of delay makes she focus more on the waiting time in LL than in SS, which decreases the preference for LL. Third, the newly added time interval also grabs some attention from other periods. Note the time delay is extended by in LL and by in SS; given , if people are impatient, the newly added time interval will receive less attention in LL than in SS, without considering other factors. This increases the preference for LL. Fourth, ADU generally assumes that the decision maker tends to pay more attention to periods with larger rewards. Given , the newly added interval grabs less attention from the period where is positioned (in LL) than from the period where is positioned (in SS). That is, the decision maker focuses comparatively more on reward level in LL than in SS, which mitigates the impact of discounting factor declining. This also increases the preference for LL. When the impact of the later two factors succeeds that of the second factor, the decision maker will perform the common difference effect.

Notably, if we explicit mention the zeros in LL and SS, extending time delay always lead to the common difference effect.
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## 3.3 Magnitude Effect

The *magnitude effect* is another well-known anormaly about time preferences. Assuming we have , , fixed, and want to find a such that , the magnitude effect implies that, if we increase , then the that makes the equality valid will decrease.

In standard discounted utility model, the magnitude effect requires the elasticity of utility function to increase with the reward level (Loewenstein and Prelec 1992). This requirement might be too restrictive, so that many commonly used utility functions (such as power or CARA utility function) does not satisfy it. By contrast, in ADU model, decision maker is generally assumed to attend more to periods with larger rewards. This implies that when comparing SS and LL, she exhibits more patience towards larger reward level, which is naturally compatible with the magnitude effect (Noor 2011; Noor and Takeoka 2022). By Proposition 3, I focus on ADU with Shannon cost function, and show how this requirement for curvature of utility function can be relaxed in this setting.

**Proposition 3**: *Define* *as the utility function. In ADUS, the magnitude effect always holds true when function* *satisfies*

*where* *is the relative risk aversion coefficient of* *,* *is the elasticity of* *to* *.*

Note that Proposition 3 is a very broad condition. In Corollary 1 and Corollary 2, I show that power utility function and CARA utility function both satisfy this condition in most cases.

**Corollary 1**: Suppose , where and . Then magnitude effect holds true for any .

**Corollary 2**: Suppose , where and . The magnitude effect holds true for any , where and (it can be calculated that ).

## 3.4 Concavity of Time Discounting

Many time discounting models assumes discount function is convex in time delay, e.g. exponential and hyperbolic discounting. This style of discount function predicts decision maker is *risk seeking over time lotteries*. That is, suppose a deterministic reward of level is delivered in period with probability and delivered in period with probability (, ); while another deterministic reward, of the same level, is delivered in a certain period , where . The decision maker should prefer the former reward to the latter reward. However, some experimental studies, such as Onay and Öncüler (2007) and DeJarnette et al. (2020), suggest that people are often *risk averse over time lotteries*, i.e. preferring the reward delivered in a certain period.

One way to accommodate the evidence about risk aversion over time lotteries, as is suggested by DeJarnette et al. (2020), is to modify the convexity (concavity) of discount function. Under a general EDU framework, decision maker is risk averse over time lotteries when . Fixing and , the inequality suggests is concave in . In reverse, being risk seeking over time lotteries suggests is convex in . Notably, Onay and Öncüler (2007) find that people are more likely to be risk averse over time lotteries when is small, and to be risk seeking over time lotteries when is large. Given that when gets larger, is also larger, we can conclude that the discount function may be concave in delay for the near future but convex for the far future. Moreover, Takeuchi (2011) also find evidence that support this shape of discount function.

In Proposition 4, I show that ADUS can produce such a shape of discount function as long as the reward level is large enough.

**Proposition 4**: In ADUS, *if* *, then the discount function is convex in* *. If* *, then there are a reward threshold* *and a time threshold* *such that*

1. *when* *, the discount function is convex in* *;*
2. *when* *, the discount function is convex in* *given* *, and it is concave in* *given* *.*

*It can be derived that* *, and* *.*
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## 3.5 S-Shaped Value Function

In prospect theory, Kahneman and Tversky (1979) propose an S-shaped value function that is convex for losses and concave for gains. Since that, S-shaped value functions have been widely embraced by behavioral economists. More recent theories have provided further justifications for it, including reference-dependent utility in a broad sense (Koszegi and Rabin 2006), and efficient coding of values (Frydman and Jin 2021). Here, I provide an account based on selective attention to time periods.

Suppose a decision maker is faced with a choice between a risky lottery and a fixed amount of money. When making this choice, she does not obtain any money from either option. Thus, she perceives the outcome of each option as something that will happen in the future. She allocate her attention between the present period and the period when she may receive the money. Assume that she perceives the outcome will be realized in period , and in a certain state, the option she chooses yields reward , then we can use the attentional discounted utility to represent the value function. I derive the conditions in which ADUS can produce a S-shaped value function in Proposition 5.

**Proposition 5**: *Suppose* *,* *is continuous in* *, in ADUS,*

1. *there exists a threshold* *in* *such that* *is strictly concave in* *when* *;*
2. *if* *is right-continuous at* *, and* *, then there exists a threshold* *in* *such that, for any* *,* *is strictly convex in* *;*
3. *there exist a hyper-parameter* *and an interval* *such that, if* *, for any* *,* *is strictly convex in* *, where* *and* *.*

Proposition 5 implies, if the derivative of converges to a small number when , or the unit cost of information is small enough, value function will perform an S shape in some interval of . At the intuition level, note that . When the level of reward grows, both the instantaneous utility of it, i.e. , and the discounting factor assigned to it, i.e. , can increase. These functions are both concave in : when the level of reward is small, they both grow fast. So, it is possible that their product is convex in this case. By contrast, when the level of reward is large, they grow slowly, so their product keeps concave.
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## 3.6 Inseparability of Sequences

Let and denote two 2-period risky reward sequences. For , the realized sequence is [£100,£100] with probability 1/2, and is [£3,£3] with probability 1/2. For , the realized sequence is [£3,£100] with probability 1/2, and is [£100,£3] with probability 1/2. Classical models of intertemporal choice typically assume the separability of potentially realized sequences. This implies that the decision maker is indifferent between and . However, Andersen et al. (2018) find evidence of *intertemporal correlation aversion*, that is, people often prefer to .

ADU can naturally yield intertemporal correlation aversion. For simplicity, suppose the initial attention is uniformly distributed across the two periods. For , under each potentially realized sequence, the decision maker equally weights each period. For , decision maker tends to assign more weight to the period with a reward of £100 (suppose that weight is ). Then the value of is and the value of is . Given that , the decision makers should strictly prefer to .

* Other evidence related to inseparability: common sequence effect, (reverse) mere token effect, magnitude-increasing temporal sensitivity
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