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**1. Resumen**

El área de la salud es una de las áreas más beneficiadas con el uso de las TICs en los procesos de cuidado de la salud y diagnóstico de los pacientes. Al igual que muchas otras áreas, los datos de salud crece de forma rápida y en grandes volúmenes en poco tiempo. Esto presenta enormes ventajas, pero también muchos retos como el detalle de poder realizar consultas y predicciones en poco tiempo. Los lenguajes de consultas generalmente no son amigables ni dinámicos para los usuarios finales. En los últimos años el avance en el procesamiento del lenguaje natural y de la inteligencia artificial a permitiendo la masificación de aplicaciones como los chatbots y asistentes digitales que permiten una comunicación de forma natural en diversos idiomas como el inglés. Desafortunadamente, la información médica es de un contexto muy específico, así como los desarrollos existentes están muy enfocado en otros idiomas como el inglés, dejando a los especialistas de la salud hispanoparlantes muy rezagado.

**2. Introducción**

Con los avances y crecimiento en las Tecnologías de la Información y la Comunicación (TICs), grandes volúmenes de datos se siguen acumulando velozmente en los bancos de datos de cada organización. Mas sin embargo la mayor parte de esta información nunca se puede utilizar para generar un beneficio real para la organización, para ello se debe ser capaz de convertir la información en conocimiento. El conocimiento se puede utilizar para aliviar el proceso de toma de decisiones por parte de los expertos en el área dominio [1].

En los últimos 20 años, la recopilación y el almacenamiento de datos hospitalarios se ha incrementado enormemente con el uso generalizado de los sistemas de información clínica, los cuales contienen grandes cantidades de datos sobre la salud y atención medica de los pacientes [2]. Una amplia gama de estos datos se encuentra comúnmente dentro de narrativas clínicas las cuales son del tipo de datos no estructurados. Los informes narrativos permiten la flexibilidad de expresión como dudas, negaciones o hipótesis diagnósticas y la representación compleja de enfermedades, examen clínico, historial del paciente y antecedentes médicos familiares [5]. La mayoría de los registros médicos actuales conservan un gran elemento de texto libre. Si bien esto es atractivo para la mayoría de los usuarios finales debido a la flexibilidad de expresión, crea desafíos para el uso continuo de la información contenida en las notas [6]. El procesamiento del lenguaje natural (NLP, por sus siglas en inglés) se puede utilizar en este contexto para procesar y analizar elementos de texto libre, lo que permite a los médicos evaluar la eficacia de los tratamientos e intervenciones [7].

El procesamiento del lenguaje natural (NLP, por sus siglas en inglés) es una forma de aprendizaje automático que permite el procesamiento y análisis de texto libre. Cuando se usa con notas médicas, puede ayudar en la predicción de los resultados de los pacientes, aumentar los sistemas de clasificación de hospitales y generar modelos de diagnóstico que detectan enfermedades crónicas en etapa temprana [6]. El NPL ahora se usa cada vez más en la medicina para mejorar la utilización de registros de salud electrónicos no estructurados y para proporcionar una forma de comunicación con los pacientes para responder preguntas y realizar consultas [8].

El lenguaje de consulta estructurado (SQL) es una poderosa herramienta para recuperar o gestionar datos almacenados en un sistema de gestión de bases de datos relacionales. Pero solo la persona que tiene un buen conocimiento del lenguaje SQL puede interactuar con la base de datos. Por lo tanto, para permitir que los usuarios que no saben SQL, se están desarrollando sistemas de interfaz de lenguaje natural para bases de datos (NLIDB) para realizar consultas en lenguaje natural (NL) con las bases de datos [9].

El progreso con la introducción de interfaces de lenguaje natural para consultar datos ha sido lento. Esto se debe a dos razones principales. La primera razón es que el procesamiento del lenguaje natural es una tarea difícil, y la consulta expresada como una oración de lenguaje natural a menudo es difícilmente traducible a una sentencia SQL ejecutable debido a la ambigüedad del lenguaje natural. Además, el proceso de traducción puede ser lento y provocar la insatisfacción del usuario final. La segunda razón de un progreso tan lento es la incapacidad de proporcionar la certeza de que la consulta en lenguaje natural se ha entendido correctamente. Cuando se traduce a una sentencia SQL y se ejecuta en la base de datos relacional, el usuario final carece de cualquier medio para asegurarse de que la pregunta respondida por el sistema es de hecho la que tenía en mente [10].

Usar el lenguaje natural para recuperar información de la base de datos es una forma más fácil. Las computadoras no pueden entender el lenguaje natural por lo que necesitan una interfaz; esa es la razón para desarrollar una interfaz de lenguaje natural para la base de datos. La interfaz de lenguaje natural es capaz de traducir la consulta de lenguaje natural dada por el usuario a una equivalente en lenguaje de consulta de base de datos. Por lo tanto, se desarrollaron interfaces de lenguaje natural para bases de datos (NLIDB) para convertir lenguaje natural a consulta SQL y obtener el resultado correspondiente del base de datos. Todavía hay mucho trabajo de investigación en el campo de la interfaz de lenguaje natural y se están desarrollando nuevas interfaces para las bases de datos que brindan respuestas más precisas. Con el avance en el poder de procesamiento del hardware, muchos NLIDBS brindan buenos resultados. Aunque el desarrollo del sistema de base de datos de lenguaje natural ha avanzado en los últimos años, todavía no se usa comúnmente. Se necesitan algoritmos para desarrollar e incorporar para la optimización de consultas. [11]

En los últimos años el avance en el procesamiento del lenguaje natural y de la inteligencia artificial a permitiendo la masificación de aplicaciones como los chatbots [12] y asistentes digitales que permiten una comunicación de forma natural en diversos idiomas como el inglés

En la literatura de los últimos años han propuesto herramientas basadas en lenguaje natural para consulta de información, más sin embargo dichas herramientas están desarrolladas para idiomas principalmente en inglés y algunos otros idiomas específicos como francés, afgano y cingalés [2], [13], [14]. Por lo cual nace la necesidad de crear una herramienta especial para el idioma español.

**3. Antecedentes**

En el trabajo publicado por Rencis [10] se presenta un lenguaje natural controlado el cual cumple la función de un lenguaje tan fácil de aprender y también es muy eficiente al dar la respuesta a una consulta típica en menos de un cuarto de segundo. Después de desarrollar el lenguaje de consulta basado en el lenguaje natural controlado, se probó con varios tipos de expertos del ámbito hospitalario. Sin embargo, el estudio de caso descrito en su trabajo mostró que el idioma aún no es totalmente utilizable por expertos en el dominio que deseen poder escribir sus consultas en él. Concluyen que este lenguaje sirva como un trampolín en el camino hacia una interfaz basada en lenguaje completamente natural para consultar datos hospitalarios. Solo se presenta un lenguaje natural controlado, más sin embargo solo es el primer paso para la creación de una interfaz basada en lenguaje natural para consulta de información.

En los trabajos publicados por Rencis [1][15] propone un sistema que permite formular consultas en lenguaje natural, sus experimentos muestran que este tipo de consulta podría proporcionar una mejora en el proceso de toma de decisiones de los profesionales de la salud. Se desarrolla un sistema que permite al usuario escribir consultas en palabras clave contenidas en lenguaje natural. Estas consultas luego se traducen automáticamente en consultas válidas en nuestro lenguaje de consulta base existente. Cabe mencionar que la herramienta desarrollada está diseñada para la necesidad de los hospitales de Letonia. Así, el sistema estaría basado en el idioma letón. El autor menciona que un trabajo a futuro que aún no se inspecciona es involucrar el aprendizaje automático en el proceso de traducción de consultas.

El trabajo publicado por Pech-May et al. [16] menciona que una de las técnicas de aprendizaje profundo más utilizadas para el procesamiento de lenguaje natural son las redes neuronales recurrentes. Además, describe dichas redes, así como sus variantes. Asimismo, se analizan distintos trabajos que hacen uso de ellas para el procesamiento de texto. Los autores concluyen que los trabajos analizados han demostrado las ventajas sobre los métodos tradicionales de aprendizaje automático en algunos campos. También concluyen que el aprendizaje profundo se ha aplicado al procesamiento del lenguaje natural con cierto éxito, y los resultados parecen prometedores; sin embargo, los resultados son preliminares y aún están lejos de ser satisfactorios.

En el trabajo publicado por Álvarez et al. [17] se realiza un análisis de datos en retrospectiva obtenidos del SIMF-IMSS, el cual busca desarrollar modelos predictivos de complicaciones crónicas de la diabetes mellitus tipo 2 con base en la información capturada por el personal médico. Destacamos este trabajo debido a que una de las fases de este proyecto se trabaja con técnicas de procesamiento de lenguaje natural como base de su algoritmo de desidentificación para eliminar datos personales de las historias clínicas y así proteger su identidad. Para dicha fase de desidentificación de notas médicas se utiliza la librería flair, la cual es una red neuronal profunda, entrenada con texto en español. Plantean utilizar modelos predictivos para predecir riesgos en las personas con diabetes a través de los datos clínicos de cada paciente, más sin embargo solo está planteado como trabajo a futuro y una oportunidad de investigación.

En el trabajo publicado por Akbik et al. [18] presentan FLAIR, un framework de NLP diseñado para facilitar la capacitación y distribución de modelos de lenguaje, clasificación de texto y etiquetado de secuencias de última generación. La idea central del framework es presentar una interfaz simple y unificada para tipos conceptualmente muy diferentes de word embeddings y documentos. Esto oculta efectivamente toda la complejidad de ingeniería específica de la integración y permite a los investigadores "mezclar y combinar" varias funciones de integración con poco esfuerzo. El marco también implementa entrenamiento de modelos estándar y rutinas de selección de hiperparámetros, así como un módulo de obtención de datos que puede descargar conjuntos de datos NLP disponibles públicamente y convertirlos en estructuras de datos para una configuración rápida de experimentos. La ventaja de poder usar este framework es que cuenta con la capacidad de entrenar redes neuronales con texto en español.

En el trabajo publicado por Setlur et al. [19] presentan Eviza, una interfaz de lenguaje natural para un cuadro de diálogo de consulta interactivo con una visualización existente en lugar de comenzar desde una hoja en blanco y hacer preguntas cerradas que devuelven una sola respuesta de texto o una visualización estática. El sistema emplea un enfoque basado en la gramática probabilística con reglas predefinidas que se actualizan dinámicamente en función de los datos de la visualización, a diferencia de los enfoques basados en el conocimiento o el aprendizaje profundo computacionalmente intensivo.

En el trabajo publicado por Pressat-Laffouilhère et al. [2] presentan Doc'EDS, una herramienta de preselección basada en análisis textual y semántico. El sistema proporciona una interfaz fácil de usar para buscar documentos en francés. Dicha herramienta de búsqueda semántica que se ocupa de las sutilezas del idioma para mejorar un motor de búsqueda avanzado de texto completo dedicado a los documentos de salud en francés. Cabe mencionar que esta herramienta de búsqueda fue construida sobre el almacén de datos clínicos desarrollado en el Hospital Universitario de Rouen. También se realizó una evaluación formal para medir los algoritmos de procesamiento del lenguaje natural implementados.

En el trabajo publicado por Peduru-Hewa et al. [13] presentan SinSQLFinder, una interfaz de usuario en lenguaje natural cingalés para generar consultas SQL. El objetivo principal de esta investigación ha sido establecer un fuerte vínculo entre el idioma cingalés y el lenguaje de consulta estructurado. Debido a la complejidad del idioma, se desarrolló un método único para traducir preguntas en cingalés a lenguajes de consulta estructurados.

En el trabajo publicado por S. Karimi, A. A. Rasel & M. S. Abdullah [14] presentan la interfaz de control y consulta del idioma afgano (ALQCI) la cual se basa en el enfoque NLIDB. El idioma afgano se utiliza en este sistema para trabajar con datos elegidos por el usuario de una base de datos. La recuperación de información de la base de datos requiere conocimiento del lenguaje de consulta SQL o una interfaz bien diseñada. Es conveniente que los usuarios expertos en el dominio recuperen datos de la base de datos. Sin embargo, puede ser un desafío para los usuarios no expertos acceder a la base de datos a través de SQL Query en ausencia de una interfaz de usuario flexible. Este sistema ayuda a superar el desafío para quienes hablan persa en todo el mundo. El sistema puede complementar o sustituir interfaces de usuario (UI) menos amigables. El sistema genera un lenguaje de consulta estructurado (SQL) cuando un usuario ingresa una consulta de lenguaje natural hablado en persa. El sistema funciona al permitir que un usuario ingrese una consulta en persa, que luego el sistema traduce a una consulta SQL utilizando la técnica de mapeo de palabras. El SQL se genera a través del análisis semántico. Posteriormente, el SQL generado se utiliza para extraer conocimiento utilizando el idioma afgano de una base de datos.

En el trabajo publicado por Yu & Silva [20] presentan, FlowSense, una interfaz de lenguaje natural para la exploración visual de datos, la cual emplea un analizador semántico con etiquetado de expresiones especiales y marcadores de posición de expresiones especiales para generalizar a diferentes conjuntos de datos y diagramas de flujo de datos. Presenta explícitamente conjuntos de datos reconocidos y expresiones especiales de diagramas para que el usuario conozca el contexto del flujo de datos. Con FlowSense, el usuario puede expandir y ajustar los diagramas de flujo de datos de manera más conveniente en un lenguaje sencillo. Aplicamos FlowSense al sistema de visualización de flujo de subconjunto VisFlow para mejorar su usabilidad. Evaluamos FlowSense mediante un estudio de caso con expertos en el dominio sobre un problema de análisis de datos del mundo real y un estudio de usuario formal.

En el trabajo publicado por KraljevicYu et al. [21] presentan un el kit de herramientas de anotación de conceptos médicos (MedCAT) de código abierto que proporciona: (a) un novedoso algoritmo de aprendizaje automático autosupervisado para extraer conceptos utilizando cualquier vocabulario de conceptos, incluido UMLS/SNOMED-CT; (b) una interfaz de anotaciones rica en funciones para personalizar y entrenar modelos IE; y (c) integraciones al ecosistema CogStack más amplio para la implementación de sistemas de salud independientes del proveedor.

En el trabajo publicado por Das & Balabantaray [9] presentan un enfoque para construir una Interfaz de lenguaje natural a la base de datos (NLIDB). Se están realizando investigaciones desde hace muchos años para desarrollar varios métodos para abordar este desafiante problema. El sistema propuesto MyNLIDB hace hincapié en el mapeo de palabras clave. Es independiente del dominio y de la base de datos. Funciona muy bien para consultas simples. Actualmente no estamos utilizando ningún método de aprendizaje automático o aprendizaje profundo y no nos enfocamos en la inferencia de ruta de unión; que dejamos para trabajos futuros.

**4. Marco teórico**

El lenguaje natural se refiere a la forma en que las personas se comunican y el procesamiento de lenguaje natural se encarga de analizar y procesar el lenguaje humano a través de herramientas y tecnologías de software. Esto involucra distintas áreas de la computación, tales como inteligencia artificial, lingüística computacional, etc. Mediante el procesamiento del lenguaje natural es posible procesar documentos de texto, mensajes SMS, email, páginas web, etc. y organizar el conocimiento para realizar tareas como análisis de sentimientos, análisis de contexto, generación de resúmenes, traducción automática, sistemas de diálogos, etc. [16]

Un concepto importante en el procesamiento del lenguaje natural son las **word embeddings** ya que se ha demostrado que si son previamente entrenadas son de gran utilidad para tareas posteriores de NLP, tanto por su capacidad para ayudar al aprendizaje y la generalización con información aprendida de datos no etiquetados, como por la relativa facilidad de incluirlos en cualquier proceso de aprendizaje [18].

En la última década, junto con el crecimiento del aprendizaje profundo, las representaciones (embeddings) basadas en redes neuronales han reemplazado casi por completo a los modelos convencionales basados en conteo y han dominado el campo. Dado que las **word embeddings** neuronales generalmente se entrenan con algún tipo de objetivo de modelado de lenguaje, como predecir una palabra faltante en un contexto, también se conocen como modelos predictivos [22]. Las incrustaciones de palabras fueron popularizadas por Word2vec, en [23] utilizan Word2Vec y BERT.

Existen herramientas avanzadas para el procesamiento del lenguaje natural como Apache OpenNLP [24], Stanford CoreNLP [25] y Stanza [26].

OpenNLP:

La biblioteca Apache OpenNLP es un conjunto de herramientas basado en el aprendizaje automático para el procesamiento de texto en lenguaje natural. OpenNLP es compatible con las tareas de NLP más comunes, como la tokenización, la segmentación de oraciones, el etiquetado de partes del discurso, la extracción de entidades nombradas, la fragmentación, el análisis, la detección de idiomas y la resolución de correferencias.

CoreNLP:

Stanford CoreNLP es nuestro conjunto de herramientas de Java que proporciona una amplia variedad de herramientas de PNL. CoreNLP es su ventanilla única para el procesamiento de lenguaje natural en Java. CoreNLP permite a los usuarios derivar anotaciones lingüísticas para el texto, incluidos límites de tokens y oraciones, partes del discurso, entidades nombradas, valores numéricos y de tiempo, análisis de dependencia y circunscripción, correferencia, sentimiento, atribuciones de citas y relaciones. CoreNLP actualmente admite 8 idiomas: árabe, chino, inglés, francés, alemán, húngaro, italiano y español.

Stanza:

Stanza es una nueva biblioteca de NLP de Python que incluye una canalización de NLP neuronal multilingüe y una interfaz para trabajar con Stanford CoreNLP en Python. Stanza es una colección de herramientas precisas y eficientes para el análisis lingüístico de muchos lenguajes humanos. Desde texto sin procesar hasta análisis sintáctico y reconocimiento de entidades, Stanza trae modelos de NLP de última generación a los idiomas de su elección.

**5. Objetivos**

**5.1 Objetivo general**

Desarrollar un interfaz de Lenguaje Natural para la Consulta de Información en un Lago de Datos Hospitalario

**5.2 Objetivos particulares.**

1. Investigar diversas técnicas y herramientas de lenguaje natural en español para el área de la salud.
2. Estudiar de Técnicas de conversión a lenguajes de consulta de datos.
3. Implementar un lago de datos hospitalarios provenientes de diversas fuentes y en diversos formatos.
4. Desarrollar interfaces en lenguaje natural (español) que permita la obtención de datos de sistemas hospitalarios en forma sencilla y funcional.
5. Realizar modelos de aprendizaje automático y de análisis de datos que permitan mostrar información de pronósticos.
6. Desarrollar una interfaz de usuario para visualizar la información proveniente de la interfaz de lenguaje natural

**6. Metas.**

1. 1 tabla con al menos 10 técnicas y herramientas de lenguaje natural en español para el área de la salud, resaltando sus características, evaluarlas, para elegir 3 de ellas con las cuales trabajar.
2. 1 tabla con diferentes Técnicas de conversión a lenguajes de consulta de datos y elegir la que tenga mayores prestaciones y se adapte a nuestros requerimientos.
3. 1 implementación lago de datos hospitalarios provenientes de diversas fuentes y en diversos formatos.
4. 1 interfaz en lenguaje natural en el idioma que permita la obtención de datos de sistemas hospitalarios en forma sencilla y funcional.
5. 1 implementación de modelos de aprendizaje automático y de análisis de datos que permitan mostrar información de pronósticos.
6. 1 interfaz de usuario para visualizar la información proveniente de la interfaz de lenguaje natural
7. 1 un interfaz de Lenguaje Natural para la Consulta de Información en un Lago de Datos Hospitalario

**7. Impacto.**

Impacto o beneficio en la solución a un problema relacionado con el sector productivo o la generación del conocimiento científico o tecnológico. Sustente la realización de su proyecto respecto a la magnitud del problema, la trascendencia de su estudio, su factibilidad, vulnerabilidad e impacto (social, económico, ambiental, etc.) en congruencia con la línea de investigación del programa de doctorado (½ cuartilla).

**8. Metodología.**

Explique el o los procedimientos científico-metodológicos a seguir para cumplir los objetivos y metas del proyecto, indicando las pruebas estadísticas, diseño experimental y técnicas a utilizar (máximo dos cuartillas).

**9. Programa de actividades, calendarización.**

Numere y describa las actividades a realizar así como el cronograma preliminar. Utilice un diagrama de Gantt para mostrar la planeación preliminar. Describa brevemente cada una de las actividades por separado.

**10. Productos entregables.**

Para especificar los productos y beneficios a obtener, considere aspectos como requisitos para titulación, prototipos, arreglos experimentales, métodos de análisis, programas de simulación, publicaciones y presentaciones en congresos (½ cuartilla).

**11. Vinculación con otras instituciones, empresas o sectores.**

Especifique el nombre de las instituciones, empresa u organizaciones con las que se espera colaborar y el tipo de cooperación que existirá, así como la responsabilidad en los resultados del proyecto. Se sugiere que identifique a los usuarios potenciales si aplica.

**12. Referencias.**

Enuncie las referencias consultadas para la descripción del estado del campo o del arte, planteamiento y desarrollo del proyecto. Evite utilizar referencias a sitios de internet, a menos que se trate de datos oficiales de instituciones gubernamentales (por ejemplo, secretarias de estado, INEGI) u organizaciones internacionales (FAO, ONU, etc.). Cuando se haga referencia a publicaciones internacionales, utilice apropiadamente las abreviaturas de las publicaciones; las abreviaturas correctas de las publicaciones internacionales se pueden consultar directamente en la página de internet de la publicación o bien en la página https://library.caltech.edu/reference/abbreviations/
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