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**O caso contra a vigilância comercial online, Junho de 2021**

*Nota do tradutor:  
- O documento original, Time to Ban Surveillance Based Advertising, foi um dos documentos usados na discussão e elaboração de leis da União Europeia referentes à Proteção de Dados e Serviços Digitais nos anos 2021 e 2022. Esta tradução não oficial e voluntária serve como forma de disponibilizar o seu conteúdo em Língua Portuguesa.*

*- Há muito que é dito que os dados são o novo petróleo. Os dados associados a individuos são valiosos, contúdo, a invasão de privacidade acarreta potenciais perigos de segurança. Não são apenas riscos minoritários criados pela publicidade digital.*

*- Como muitos, também tenho uma certa alergia à palavra proibir, os seus sinónimos e significados mas, todos reconhecemos que determinados químicos/pesticidas não podem ser usados na água potável ou agricultura, por exemplo.*

Tabela de conteúdos

[É TEMPO DE BANIR A PUBLICIDADE BASEADA EM VIGILÂNCIA. 1](#__RefHeading___Toc5559_4222151202)

[1. Resumo 2](#__RefHeading___Toc5563_4222151202)

[2. Introdução 3](#__RefHeading___Toc5565_4222151202)

[3. O que é a "publicidade baseada na vigilância"? 5](#__RefHeading___Toc5567_4222151202)

[3.1 Formas alternativas de publicidade digital 6](#__RefHeading___Toc5569_4222151202)

[3.2 First-party and third-party data 7](#__RefHeading___Toc5571_4222151202)

[4. Efeitos negativos da publicidade baseada na vigilância 8](#__RefHeading___Toc5573_4222151202)

[4.1 Falta de transparência 10](#__RefHeading___Toc5575_4222151202)

[4.2 Violações da privacidade e proteção de dados 10](#__RefHeading___Toc5579_4222151202)

[4.3 Manipulação 12](#__RefHeading___Toc5583_4222151202)

[4.4 Discriminação 13](#__RefHeading___Toc5587_4222151202)

[4.5 Desinformação 14](#__RefHeading___Toc5591_4222151202)

[4.6 Efeitos anticoncorrenciais 15](#__RefHeading___Toc5595_4222151202)

[4.7 Fraude e perda de receitas 16](#__RefHeading___Toc5599_4222151202)

[4.8 Riscos de segurança 17](#__RefHeading___Toc5603_4222151202)

[4.9 Falta de confiança 18](#__RefHeading___Toc5607_4222151202)

[4.10 Tecnologia ineficiente 19](#__RefHeading___Toc5611_4222151202)

[5. Legislação em vigor 20](#__RefHeading___Toc5615_4222151202)

[5.1 Legislação da privacidade e proteção de dados na UE 20](#__RefHeading___Toc5617_4222151202)

[5.2 Diretiva relativa às práticas comerciais desleais 21](#__RefHeading___Toc5619_4222151202)

[5.3 Questões de execução 22](#__RefHeading___Toc5621_4222151202)

[6. Conclusão 23](#__RefHeading___Toc5623_4222151202)

[7. Links 23](#__RefHeading___Toc5625_4222151202)

## 1. Resumo

A vigilância comercial e a exploração dos consumidores são agora a norma na internet. À medida que utilizamos os mais variados serviços digitais, estamos constantemente a ser monitorizados por um grande número de atores comerciais sob o pretexto de mostrar-nos mais publicidade relevante. É hora de dar um passo atrás e considerar os problemas que este modelo criou e imaginar um novo normal que capacite e proteja os consumidores.

À medida que a vigilância comercial se generaliza e se infiltra em inúmeros aspetos do nosso dia-a-dia, torna-se claro que há uma necessidade de uma reforma sistémica da indústria de publicidade online. As discussões estão em curso na União Europeia sobre como lidar com a publicidade baseada em vigilância como parte da Lei dos Serviços Digitais (*Digital Services Act*). Ao mesmo tempo, estão a decorrer discussões sobre a adoção federal de legislação de privacidade e iniciativas legislativas para restringir a vigilância publicitária nos Estados Unidos, onde muitas das empresas envolvidas na publicidade baseada em monitorização estão sediadas. Estamos, portanto, diante de uma oportunidade legislativa única para resolver muitas questões prementes.

O resultado destas discussões pode ter consequências significativas para o modelo de negócio da maioria dos conteúdos online, e os consumidores podem vir a beneficiar de uma nova abordagem preventiva. Este documento fornece uma visão geral dos desafios da publicidade baseada na vigilância, e pode assim ser considerado como uma parte das discussões políticas em curso.

Tem-se verificado com clareza que a maioria dos consumidores não quer ser rastreado e modelado para fins publicitários. Num inquérito populacional realizado pelo *YouGov* em nome do Conselho Norueguês do Consumidor, apenas um em cada dez inquiridos foram positivos para que os atores comerciais online recolham informações pessoais sobre eles, enquanto que apenas um em cada cinco pensaram que receber anúncios com base em informações pessoais é aceitável. Isto assemelha-se a sondagens semelhantes de ambos os lados do Atlântico, e indica que os consumidores não consideram a vigilância comercial como uma troca aceitável para a possibilidade de ver anúncios personalizados.

Os desafios causados e a profundidade da publicidade baseada em vigilância incluem, mas não se limitam a:

* infrações à privacidade e proteção de dados
* modelos de negócio pouco transparentes
* manipulação e discriminação em massa
* fraude e outras atividades criminosas
* riscos de segurança graves

Nos capítulos seguintes, descrevemos vários aspetos destes desafios e evidenciamos como é que o modelo atual dominante da publicidade online é uma ameaça para consumidores, sociedades democráticas, meios de comunicação social, e até mesmo para os próprios anunciantes. Estas questões são importantes e sérias o suficiente para nós acreditarmos que é tempo de banir estas práticas prejudiciais.

O veto das práticas baseadas em vigilância deve ser complementada por uma mais forte aplicação da legislação em vigor, incluindo o Regulamento Geral de Proteção de Dados (RGPD) e da regulação da concorrência e práticas comerciais desleais. No entanto, a aplicação da lei atualmente consome tempo significativo e recursos, e geralmente acontece depois dos danos já terem sido feitos. Proibir a publicidade baseada em vigilância vai forçar a mudanças estruturais para a indústria publicitária e aliviar uma série de danos significativos para consumidores e consequentemente para sociedade em geral.

A proibição da publicidade com base na vigilância não significa que esta não se possa mais financiar através de conteúdos digitais usando publicidade. Para ilustrar isto, descrevemos algumas possíveis formas de avançar para conteúdos digitais financiados por publicidade, e apontar para tecnologias de publicidade alternativas que podem contribuir para uma mais segura e saudável economia digital tanto para consumidores como para empresas.

## 2. Introdução

"Publicidade baseada em vigilância", ou publicidade direcionada alicerçada em monitorização massiva e na criação de perfis *profiling* de consumidores, é o modelo dominante no negócio online hoje em dia. Esta forma de marketing usa informação sobre cada um de nós por forma a alterar o conteúdo das mensagens, utilizando fatores como a nossa escolha de canal e a que horas estamos online para determinar quando estamos mais suscetíveis a influências comportamentais, por exemplo.

A publicidade baseada na vigilância tem sido um fator determinante no crescimento "economia de vigilância" online[[1]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "1), onde os dados pessoais são recolhidos, agregados e vendidos através de uma grande rede de atores comerciais.[[2]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "2) Isto está em desacordo com os direitos fundamentais à privacidade e proteção de dados pessoais. É prejudicial para a defesa do consumidor, e pode levar à manipulação e discriminação em massa. É também criador de problemas de segurança significativos devido à acumulação de dados pessoais, e deu origem a crescentes modelos de negócio que conduzem uma grande quantidade de desinformação, conteúdo radicalizado, burlas e fraudes. A individualização ofuscada, a personalização e as técnicas de micro-segmentação da publicidade tornam-a difícil de descobrir/revelar as atividades ilegais aumentando a vulnerabilidade consumidor.

Em grande parte, os potenciais benefícios da publicidade baseada na vigilância parecem insignificantes em comparação com os grandes danos que a economia de monitorização nos trouxe. Um sistema abrangente que implica uma monitorização contínua de todos os consumidores e que representa sérias ameaças a um conjunto de direitos fundamentais, com a promessa de mostrar anúncios online potencialmente mais relevantes, parece desproporcionado. Este seria o caso mesmo que a exatidão e o valor acrescentado deste “rastreamento” fosse tão bom quanto o prometido, o que não é o caso.

Há várias instituições e organizações da sociedade civil que estão desenvolver esforços para enfrentar os principais desafios desta invasão publicitária e da economia que sustenta a tecnologia.[[3]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "3) Por exemplo, tanto o Parlamento Europeu[[4]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "4) como a Supervisão Europeia de Proteção de Dados[[5]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "5) têm argumentado que a publicidade baseada na vigilância deve ser eliminada progressivamente e, com o tempo, proibida. Estas discussões e desafios não se limitam ao contexto europeu.

Nos Estados Unidos, por exemplo, uma ampla coligação de ONG’s envolvidas em áreas como, direitos dos consumidores, controlo de armas, direitos civis, proteção à criança e o movimento, f*ree speech* apelaram recentemente à proibição da publicidade baseada na vigilância. A coligação cita preocupações sobre questões como a difusão de desinformação, extremismo, facilitar a discriminação, efeitos negativos na saúde pública, e degradação da indústria do jornalismo.[[6]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "6)

Como podemos examinar em profundidade nos seguintes capítulos, há outras formas de publicidade digital que não se baseiam na vigilância. Isto significa que é possível financiar conteúdos digitais através da publicidade, mesmo que o uso de publicidade baseada em vigilância fosse levada a uma fim.

Todos os consumidores estão vulneráveis quando confrontados com sistemas disfarçados que: recolhem secretamente informação sobre nós, exploram-nos, tornam-nos alvo de uma forma que nos deixa vulneráveis por padrão[[7]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "7) e que comercializam todas as nossas atividades online. A dimensão massiva da tecnologia faz com que que os consumidores tenham pouca ou nenhuma margem individual para se protegerem contra a recolha massiva de dados, criação de perfis e direcionamentos forçados. O desenvolvimento contínuo e a proliferação de novas tecnologias, incluindo inteligência artificial e aprendizagem computorizada, significa que estas questões estão a tornar-se mais urgentes à medida que o tempo passa.

A publicidade baseada na vigilância é prejudicial à sustentabilidade económica, aos indivíduos e a sociedade em geral. Podem ser traçados paralelismos de outras áreas onde as proibições de certas práticas têm impulsionado uma mudança positiva.

Por exemplo, as proibições e restrições à publicidade ao álcool e ao tabaco têm resultados positivos na saúde dos consumidores.[[8]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "8) A proibição dos gases CFC nos anos 80 teve um efeito positivo na eliminação progressiva de materiais com graves riscos ambientais, e levou à inovação e produção de soluções alternativas amigas do ambiente. Da mesma forma, a proibição do amianto na construção levou a materiais menos poluentes serem utilizados substituindo-o.

Algumas das questões relacionadas com a publicidade baseada na vigilância já estão regulamentadas na UE através do Regulamento Geral de Proteção de Dados (RGPD) e a diretiva *ePrivacy*. No entanto, a aplicação fraca e despreocupada significa que os problemas que estas leis procuram abordar ainda persistem, e particularmente, o RGPD apenas aborda desafios que estão relacionados com a proteção de dados. Torna-se claro que os desafios da publicidade baseada na vigilância vão muito além da área de proteção dados e privacidade.

Com isto em mente, é agora altura de banir a publicidade baseada no “rastreamento” e monitorização dos indivíduos. A proposta *Digtal Services Act*, Lei de Serviços Digitais, que está atualmente a ser discutida pelos legisladores da EU, fornece uma oportunidade para fazê-lo. Além disso, alguns destes assuntos poderiam e deveriam também ser abordadas noutros domínios, como os direitos dos consumidores, regras de privacidade digital *ePrivacy*, lei de proteção de dados e regulação da Inteligência Artificial.

## 3. O que é a "publicidade baseada na vigilância"?

Toda a publicidade é, de certa forma, direcionada. O contexto de um anúncio, o seu enquadramento e o seu design significam que qualquer anúncio é direcionado, e é visto mais frequentemente, em alguns grupos de consumidores do que outros. Isto também se aplica à publicidade "tradicional" ou ao marketing offline, onde estes agentes compram acessos a determinados grupos de consumidores quando decidem onde querem colocar os seus anúncios.

Perante este contexto, usamos o termo "publicidade baseada na vigilância" como um termo abrangente para a publicidade digital que é direcionada a indivíduos ou segmentos de consumidores, geralmente através de rastreamento e criação de perfis *profiling* com base em dados pessoais. A publicidade baseada na vigilância pressupõe um marketing comportamental, personalizado e direcionado. No marketing tradicional offline, os anúncios são colocados num pré-determinado contexto, por exemplo, ao comprar um espaço de anúncio numa revista de automóveis com o objetivo de chegar aos consumidores interessados em carros. A publicidade baseada em vigilância é diferente, porque o anúncio é pré-direcionado para um indivíduo ou grupo baseado em características do indivíduo ou do grupo. O contexto ou sítio onde o anúncio é colocado pode ser aleatório porque já tem como alvo o consumidor e porque "o anúncio" pode seguir o consumidor em diferentes contextos.

A tecnologia possibilita que, através de uma análise complexa de dados, um anúncio pode ser mostrado ao "indivíduo certo" no "momento certo", por exemplo, mostrando um anúncio de *fast food* quando foi calculado previamente quando a pessoa pode estar a começar a ter fome, ou um anúncio para uma cirurgia estética quando não se sente atraente. Há diversas variações destas técnicas que são vulgarmente referidas como “marketing comportamental”, “microtargeting” ou "publicidade programática".

Na maioria dos casos, a publicidade baseada na vigilância é mostrada como parte de um processo totalmente automatizado, em que cada anúncio particular é escolhido e colocado numa questão de milissegundos. Isto significa que nem o promotor (por exemplo, o proprietário de um site ou \*app\*) nem o anunciante (por exemplo, o proprietário da marca que é promovida) escolhem quais anúncios a mostrar e onde exibi-los. Isto é automaticamente decidido por sistemas tecnológicos que são muitas vezes controlados por terceiros e/ou intermediários (conhecidos como empresas *Adtech*).

Um grande número destas empresas terceiras estão sistemáticamente a recolher gigantescas quantidades de dados pessoais dos consumidores, com o objetivo de criar perfis de consumidores e diretrizes que são usadas em tentativas de direcionar os anúncios de forma mais eficiente. A automatização do processo, permite monitorização e adaptação contínua de formas publicitárias, que também permite aos anunciantes que determinem e escalem campanhas direcionados de diferentes maneiras. No entanto, como será explicado abaixo, o uso de a publicidade baseada em vigilância também coloca desafios significativos aos editores e anunciantes no que respeita a receitas, danos reputacionais e promoções de cadeias obscuras.

### 3.1 Formas alternativas de publicidade digital

Um argumento comum a favor da publicidade que temos hoje, é que uma proibição terá consequências negativas para os prestadores destes serviços e conteúdos e que levará a um aumento dos custos para os consumidores, uma vez que a maioria dos serviços "gratuitos" online são financiados por anúncios.[[9]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "9) Como será detalhado mais em baixo, este argumento é baseado na falácia que a publicidade baseada na vigilância é a única forma viável de financiar conteúdos digitais.

Outro argumento a favor desta forma de publicidade é que os consumidores consideram que os anúncios direcionados são úteis e positivos. Este argumento assume que a única alternativa seria mostrar aos consumidores anúncios completamente aleatórios e irrelevantes, o que seria um incómodo e impediria os consumidores de receber ofertas interessantes. Esta é outra premissa enganadora, pois não é uma questão de anúncios baseados em invasão de privacidade por um lado e arbitrariedade pelo outro.

Já existem formas alternativas de publicidade digital e que provaram ser fontes de rendimentos eficazes para os fornecedores de conteúdos. Estes modelos alternativos também têm como base as premissas já pré-determinadas, mas não implicam mostrar anúncios fora do contexto (não contextualizados), que não têm relevância para os consumidores.

Por exemplo, há modelos em que os consumidores com determinado interesse num tipo de publicidade podem auto-permitir anúncios do tipo que gostariam de ver.[[10]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "10) Com um modelo destes, um consumidor poderia indicar o seu interesse em desporto, viagens, música ou mais interesses específicos e receber anúncios que são relevantes para estas questões. Isto poderia ser feito ao nível do *browser*, e poderia garantir que os anúncios são relevantes para os interesses do consumidor sem depender da constante monitorização ou localização.

Outro exemplo de formas alternativas de marketing digital é a publicidade contextualizada. A publicidade contextualizada permite que os anunciantes comprem espaços de anúncios para tipos específicos de páginas web ou web sites baseados no conteúdo da página, site ou *app*.[[11]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "11) Este modelo pode ser baseado em palavras-chave para que, por exemplo, anúncios para voos para a Inglaterra são colocados ao lado de artigos sobre futebol inglês. Por outras palavras, a publicidade contextualizada permite aos anunciantes colocar anúncios para certos tipos de produtos e serviços em contextos onde os anúncios serão exibidos para os consumidores que têm interesse naqueles tipos de conteúdos.

De certa forma, a publicidade contextualizada pode ser comparada com a publicidade "tradicional". Tal como um anunciante numa situação de marketing offline, compra um espaço para um anúncio numa revista para entusiastas de carros para chegar a esse segmento de consumo, a publicidade contextual permite que os anúncios selecionados de um anunciante sejam direcionados, com base no conteúdo de um site ou serviço, em vez de direcioná-los com base nas características do consumidor. Assim, os anunciantes podem chegar a públicos relevantes sem recolher ou agregar dados pessoais. Isto responde a algumas das mais prementes questões entre privacidade e publicidade, uma vez que os diferentes atores na cadeia de fornecimento só precisam saber onde o anúncio é mostrado, não necessariamente quem o está a ver.[[12]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "12)

Isto aumenta também a transparência e verificação do marketing, uma vez que o próprio anunciante escolhe que tipo de conteúdos ou palavras-chaves desencadeiam um anúncio a ser mostrado. Significa portanto que muitos visitantes de um determinado site ou *app* vão ver o mesmo anúncio.

Diversas experiências de algumas editoras mostraram que remover as práticas desta publicidade baseada em nos vigiar em favor de publicidade contextual levou a um aumento receitas publicitárias.[[13]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "13) Por exemplo, a emissora holandesa NPO aumentou as receitas publicitárias até 79% após passar para publicidade contextual.[[14]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "14) Outro exemplo, foi quando o The New York Times deixou de servir *ads* com base em *tracking* e recolha de informações dos utilizadores europeus devido ao RGPD, as suas receitas publicitárias continuaram a crescer à medida que os seus parceiros de publicidade continuaram a comprar espaços de anúncios independentemente da capacidade de rastreio *targeting*.[[15]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "15) Embora não haja uma resposta definitiva, se estes casos podem ser replicados pela maioria dos editores/atores, aponta para a possibilidade alternativa de modelos de receitas que não dependem da vigilância *quasi* espionagem.

Uma cadeia de atores mais transparente reduz também os gastos em terceiros, tais como corretores de dados ou serviços de verificação, o que significa que anunciantes e editores ficarão com uma maior parte das receitas. Para ilustrar este ponto, em 2020 um estudo da área descobriu que sob o atual regime de publicidade digital, apenas metade de gastos de publicidade realmente chegou aos promotores, enquanto 15% do dinheiro estava desaparecido.[[16]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "16)

### 3.2 First-party and third-party data

Existem várias formas de publicidade baseada na vigilância com potenciais riscos e danos que podem variar. Algumas formas de publicidade atuais envolvem a transferência de gigantescas quantidades de dados pessoais para várias entidades terceiras third-party sem o conhecimento ou consentimento dos consumidores, criando uma série de riscos para privacidade e segurança. Ou seja, o termo third-party aplica-se ao que é tipicamente chamado de publicidade com base em entidades terceiras que podem não ter autorização para usar os dados.

A escala da partilha de dados e dos atores envolvidos no serviço da publicidade baseada *tracking* com dados de terceiros é gigantesca. Por exemplo, um único anunciante pode enviar centenas de biliões de "pedidos de oferta" *bid requests*, contendo potencialmente quantidades significativas de dados pessoais para milhares de site ou *apps* por dia. Na prática, isto significa que centenas de triliões de pontos de dados são partilhados com um número desconhecido de empresas de terceiros todos os anos no que tem sido descrito como "a maior violação de dados alguma vez registada".[[17]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "17)

Outros agentes deste de marketing digital baseado em monitorização, tentam reduzir os riscos limitando a partilha de dados com terceiros. Alguns destes atores, particularmente as grandes plataformas digitais, usam os dados pessoais que têm recolhido junto dos seus consumidores através dos seus próprios serviços.[[18]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "18) Isto pode ser chamado de publicidade com base em "dados da primeira entidade", *first-party data*. O ator que recolhe os dados pessoais muitas vezes tem uma relação “direta” com o consumidor, por exemplo, no caso em que o operador de uma rede social ou pesquisa da web recolhe informações sobre os seus utilizadores. Embora alguns possam argumentar que esta forma pode ser menos invasiva numa perspetiva de privacidade, uma vez que menos as empresas podem aceder aos dados, este tipo de publicidade baseada na vigilância pode implicar graves riscos relacionados, por exemplo, com a manipulação, discriminação para além de levantar questões de desconfiança, *antitrust*.[[19]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "19)

Apesar de grandes empresas como a Google ou Facebook muitas vezes dependam dos "dados da primeira entidade", *first-party data*, e partilhem menos dados sobre os seus consumidores com terceiros, este acordo não sana/retira os problemas para os consumidores. A criação de perfis publicitários intrusivos levantam também questões de privacidade, liberdade de escolha e incentivos à manipulação. Como *digital gatekeepers*, estas empresas recolhem dados sobre os consumidores num grande número de serviços, tanto nas suas próprias plataformas como em toda a web. Por exemplo, quando os consumidores que usam um dispositivo móvel Android com um navegador Chrome, bem como ao usar o Google Maps ou Gmail, estes são rastreados pela Google através destes serviços. Isto oferece oportunidades para criar perfis de consumo altamente detalhados.[[20]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "20) Para além disto, em alguns casos, entidades terceiras de dados disfarçam-se como entidades de primeira, para contornar as medidas restritivas contra entidades terceiras de dados.[[21]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "21) Os esforços de alguns atores da indústria para conter o rastreio dos consumidores levou a uma corrida ao “armamento” de ferramentas e práticas por parte das empresas da publicidade digital, a fim de evitar ser bloqueadas.[[22]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "22)

É portanto, crucial olhar para a publicidade baseada na vigilância de um ponto de vista holístico – os riscos e efeitos nocivos desta tecnologia não se limitam à publicidade com base em dados de entidades terceiras. Não é linear afirmar que os dados em entidades terceiras são um problema e os dados consentidos na primeira entidade como sendo bons.

## 4. Efeitos negativos da publicidade baseada na vigilância

Apesar da publicidade com base na monitorização dos utilizadores da web seja por vezes apresentada como uma troca, onde os consumidores são diretamente expostos à publicidade direcionada em troca de serviços "gratuitos", esta é uma premissa instável. Embora muitos serviços online sejam apresentados como "grátis" para o consumidor, as receitas destes serviços são impulsionadas pela venda do interesse/atenção que o consumidor dá, ilustrado pelos 400 mil milhões de dollars que a Google lucrou em receitas publicitárias no primeiro trimestre de 2021.[[23]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "23)

No entanto, vários estudos indicam que a maioria dos consumidores não estão confortáveis com a recolha de dados pessoais.[[24]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "24) Um inquérito populacional, realizado em nome do Conselho Norueguês do Consumidor, mostrou que consumidores Noruegueses estão particularmente preocupados com a vigilância comercial.[[25]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "25) Apenas um em cada dez inquiridos tem uma reação positiva para que os atores comerciais recolham informações online pessoais sobre eles, enquanto que apenas um em cada cinco pensou que servir anúncios com base em informações pessoais é aceitável.

Outras pesquisas também indicaram que os consumidores geralmente não querem publicidade com base em dados pessoais, e um estudo descobriu que apenas 17% dos inquiridos vem o rastreamento online para fins publicitários como ético.[[26]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "26) Para cimentar este ponto, um inquérito de 2021 aos consumidores na Alemanha e em França concluiu que apenas 11% dos inquiridos estavam "bem" com "os seus" dados pessoais serem usados para lhes direcionar anúncios.[[27]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "27) Nos Estados Unidos, uma pesquisa mostrou que quatro em cada cinco consumidores apoiariam a proibição de vigilância baseada em publicidade.[[28]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "28) Num outro indicador de preferências dos consumidores, apenas 4% a 6% dos utilizadores optaram por aceitar o rastreamento, *tracking*, depois da Apple ter introduzido um sistema de opt-in para o *tracking* ou monitorização de anúncios em aplicações.[[29]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "29)

Embora a perspetiva de que os anúncios monitorizam as nossas atividades possa ter um "fator assustador" significativo, muitas das questões problemáticas relacionadas com o *tracking* na publicidade são "invisíveis". Por exemplo, é impossível para os consumidores saber que dados pessoais sobre eles são retidos, como é processado, transferido ou explorado, e por quem. É impossível para o indivíduo saber porque alguns dos consumidores estão excluídos de ver certos anúncios ou mensagens. A manipulação é tão mais eficaz quando os consumidores não sabem se, ou como, estão sendo manipulados e muitas vezes não sabem que estão numa situação vulnerável. No ambiente digital, cada consumidor é potencialmente vulnerável. Há poucas medidas que os consumidores podem tomar para limitar estes efeitos nocivos, além de abdicar de uma grande quantidade de serviços digitais úteis e importantes.

Para os devidos efeitos deste documento, o Conselho Norueguês do Consumidor analisou um determinado número de efeitos negativos que são criados ou ampliados pela publicidade baseada em vigilância. A falta de transparência no sistema dominante é um problema abrangente que contribui para efeitos nocivos graves relacionados com violações de privacidade, manipulação e discriminação. Estes são assuntos importantes que não podem apenas ser resolvidas por maior transparência ou melhor informação para os consumidores. Como agravante, a falta de transparência e controlo das empresas intervenientes neste sistema contribuiu para a criação de incentivos financeiros e modelos de negócio para desinformação e fraude em larga escala.

Esta forma de markting baseada em invasão de privacidade também tem efeitos nocivos significativos nos atores empresariais. Os comportamentos de anticoncorrencia e os seus efeitos servem para alicerçar posições dominantes dos atores, enquanto que, cadeias de fornecedores complexas e tecnologias ineficazes lideram a perda de receitas para anunciantes e editores. Todos estes fatores criaram uma situação em que os consumidores geralmente têm pouca confiança nos serviços digitais. A falta de confiança traduz-se numa adoção mais lenta ou menor pelos consumidores das novas tecnologias. Para além disto, é também difícil para os consumidores distinguir entre atores 'bons' e 'maus' na esfera digital, o que significa que os atores legítimos, entre eles, muitas pequenas e médias empresas, são diretamente afetadas pelas ações de empresas sem escrúpulos. Isto, por sua vez, prejudica tanto os consumidores como as empresas. Todas estas questões são explicadas nas secções seguintes.

### 4.1 Falta de transparência

A individualização e personalização da publicidade baseada na vigilância faz com que diferentes indivíduos vão ver diferentes anúncios com base num número de fatores como o tempo, o contexto, a demografia, as características pessoais, etc.[[30]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "30) Um novo anúncio é mostrado para cada visita de página, e muitas vezes apenas para alguns indivíduos em certos períodos de tempo. Os anúncios tornam-se 'fugazes', com um curto e limitado tempo de vida.

A natureza fugaz destes anúncios significa que é muito difícil verificar ou controlar, em contraste com o marketing que não se baseia na vigilância. Noutras formas de publicidade, por exemplo, quando um anunciante compra espaço de publicidade diretamente a partir de um emissor, como um jornal ou emissor de TV, é fácil contactar o meio emissor para verificar o que o foi impresso ou mostrado num canal de TV num determinado tempo.

Sistemas algorítmicos avançados podem tornar-se as chamadas "caixas negras", onde os dados são alimentados e os resultados são extraídos, enquanto que as inferências ou implicações por trás dos resultados são opacas. Isto pode ofuscar a base de certas decisões como fatores decisivos e outros aspetos potencialmente problemáticos da tecnologia. Como será detalhado em baixo, isto levou a práticas discriminatórias ocultas. Esta obscuridade torna-se também difícil para as autoridades de supervisão no levantamento de sanções perante infrações à lei, que podem ter consequências em cascata para várias violações de direitos e que se tornam difíceis ou impossíveis de descobrir.

A forma dominante de publicidade baseada na vigilância torna-a praticamente impossível para os consumidores entenderem por que lhes foi mostrado um anúncio em particular, em que segmento foram colocados, e como os dados pessoais são partilhados e usados. Mesmo que esta informação fosse acessível de qualquer forma com significado, iria ser difícil ou mesmo impossível para os consumidores fazer uso dela devido à complexidade técnica, o contexto da prática/industria, e porque, na realidade, eles raramente têm uma opção de escolha.[[31]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "31)

**Como é que a falta de transparência será resolvida através de uma proibição?**

Uma proibição contra a publicidade baseada na vigilância libertaria-nos de anúncios que são direcionadas e colocadas com base em dados sobre consumidores individuais. Se isto acontecesse, seria mais fácil “navegar pela web” e controlar os anúncios, uma vez que não seriam mais individualizados e fugazes. Plataformas de anúncios ou plataformas de redes sociais poderiam, por exemplo, estabelecer mais facilmente registos de todos os anúncios que exibem, tornando mais fácil controlar o conteúdo e garantir que a segmentação contextual não é usada de forma inadequada para explorar vulnerabilidades dos consumidores.[32](https://github.com/zcavaleiro/vigilancia-publicidade" \l "32) Isto contribuiria para aplicação mais eficaz contra práticas comerciais desleais, violações de privacidade, e muito mais.

### 4.2 Violações da privacidade e proteção de dados

Com o objetivo de adaptar estratégias de marketing a indivíduos ou grupos, e exibir “o anúncio certo para a pessoa certa”, um grande número de empresas recolhem e processam gigantescas quantidades de informação sobre consumidores individuais. Dados sobre nós são processados cada vez que usamos uma *app*, visitamos um site, fazemos compras numa loja ou nos movemos em espaços públicos (mesmo pelas rede domésticas, *tracking* através de Wi-Fi).

No início de 2020, o Conselho Norueguês do Consumidor publicou o relatório *Out of Control* em que revelou como um grande número de empresas recolhe, usa e partilha dados pessoais sobre os consumidores sempre que visitam aplicativos e websites.[[33]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "33) Esta informação é agregada, muitas vezes por vários proprietários do site ou aplicação e várias entidades terceiras. Os dados são utilizados para fins relacionados com marketing e serviços personalizados, mas também podem ser usados (inadvertidamente ou não) para fins de discriminação, exclusão e manipulação.

Os consumidores são constantemente manipulados para aceitar um rastreio abrangente através de técnicas comportamentais ou características de design mais obscuras, “padrões negros” *dark paterns*,[[34]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "34) forçados a sistemas de vigilância comerciais, a fim de aceder serviços necessários[[35]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "35), e são geralmente expostos à recolha de dados sem o seu conhecimento e consentimento (válido). Esta gigantesca quantidade de dados também significa que tentativas de uso de pseudónimos ou de anonimização no acesso a informação têm-se provado ineficazes.[[36]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "36)

O universo da recolha e partilha de dados é tão vasto que torna-se praticamente impossível saber como os dados pessoais podem ser usados. Como consequência, no contexto de publicidade baseada em vigilância, torna-se difícil de exercer os direitos fundamentais previstos na Carta dos Direitos Fundamentais da EU (Charter EU) e posteriormente fazendo parte do Regulamento Geral de Proteção de Dados (RGPD), incluindo os direitos a ser informado, ter acesso, retificar e eliminar dados ou para contestar decisões que afetem as nossas vidas.

**Como é que os riscos de violações da privacidade e proteção de dados podem ser resolvidos por uma proibição?**

Os riscos da publicidade baseada na vigilância para a privacidade e proteção de dados são já amplamente regulados na Europa através do *ePrivacy Diretive* e do RGPD. Após a entrada em aplicação do RGPD em 2018, a execução da lei tem sido, infelizmente lenta e em alguns casos inexistente, com estrangulamentos significativos na aplicação transfronteiriça. Simultaneamente, há poucos indicadores de que a proliferação da economia de vigilância tenha abrandado, apesar duma regulação mais forte. Isto resultou numa lacuna na aplicação transfronteiriça que precisa de ser urgentemente abordada.[[37]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "37)

Um veto à da publicidade que constantemente nos monitoriza seria positivo para complementar os direitos fundamentais à privacidade e proteção de dados pessoais que estão protegidos ao abrigo da *Charter*, do RGPD e da *ePrivacy Diretive*. Apesar da introdução do RGPD, muitos intervenientes na economia de vigilância têm operado em grande parte sob, “a norma" - negócios do costume. Embora se tenha observado que alguns atores introduziram mudanças relativamente pequenas na forma como pedem o consentimento para o tratamento de dados pessoais. Outros simplesmente tentaram mover-se para uma base legal diferente para o tratamento de dados.[[38]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "38)

O fosso da aplicação transfronteiriça do RGPD e o surgimento de novos desafios que vão além da proteção de dados pessoais, têm demonstrado que há uma necessidade para uma abordagem mais sistémica e preventiva, e uma interdição geral pode forçar uma transformação estrutural mais abrangente aos modelos de negócio de vigilância. Como complemento a uma interdição, é necessário reforçar a aplicação da lei e procedimentos pelas autoridades, tanto no RGPD como *ePrivacy Diretive* (ou uma nova *ePrivacy* Regulamento que substituirá a diretiva)[[39]](https://github.com/zcavaleiro/vigilancia-publicidade" \l "39), e na próxima Lei dos Serviços Digitais.

### 4.3 Manipulação

O aumento do marketing baseado na constante recolha de dados pessoais contribuiu para a tentativa manipulação de indivíduos e grupos a uma escala sem precedentes. Empresas na posse de grandes quantidades de dados podem usar sistemas algorítmicos nas tentativas de decisão para quando os indivíduos estão mais suscetíveis a comportar-se de determinadas formas ou a reagirem de forma induzida a imagens, sons ou mensagens específicas.

Isto pode implicar, por exemplo, que os consumidores são expostos a anúncios de beleza ou produtos de dieta quando a sua auto-confiança é baixa [40](https://github.com/zcavaleiro/vigilancia-publicidade" \l "40) ou, para que os anúncios de jogo online sejam direcionados para os consumidores que lutam contra os vícios. [41](https://github.com/zcavaleiro/vigilancia-publicidade" \l "41) Estas temáticas são exacerbadas pela proliferação da comercialização de produtos e serviços nocivos para as crianças. [42](https://github.com/zcavaleiro/vigilancia-publicidade" \l "42) A automação torna o processo ainda mais obscuro, e a otimização de mensagens pode ter efeitos negativos se for prejudicial e não ético, contudo, os métodos eficazes são automatizados.

A publicidade pode explorar as vulnerabilidades dos consumidores mesmo sem observar diretamente as referidas vulnerabilidades. Por exemplo, através da utilização dos chamados “públicos semelhantes” *lookalike audiences*, os anunciantes podem agregar e construir grupos de consumidores com certas características, a fim de chegar a novos consumidores que partilham as mesmas características.[43](https://github.com/zcavaleiro/vigilancia-publicidade" \l "43) Desta forma, a publicidade para os produtos farmacêuticos pode, por exemplo, ser mostrada a grupos de consumidores que têm características comuns com consumidores com doenças semelhantes, mesmo que o anunciante não tenha informação que indique diretamente o estado de saúde destes consumidores.[44](https://github.com/zcavaleiro/vigilancia-publicidade" \l "44) Do mesmo modo, esta forma de orientação tem sido associada à radicalização.[45](https://github.com/zcavaleiro/vigilancia-publicidade" \l "45)

Por meio desta publicidade baseada na vigilância, todos os consumidores ficam vulneráveis por defeito; em teoria podemos ser alvo nos nossos momentos mais vulneráveis a fim de otimizar os efeitos do marketing.[46](https://github.com/zcavaleiro/vigilancia-publicidade" \l "46) O bombardeamento constante de publicidade em espaços digitais também serve para quebrar as defesas enraizadas contra a persuasão e manipulação.[47](https://github.com/zcavaleiro/vigilancia-publicidade" \l "47) Isto torna-se particularmente prejudicial quando crianças e outros grupos especialmente suscetíveis são submetidos a manipulação e comercialização extrema.[48](https://github.com/zcavaleiro/vigilancia-publicidade" \l "48)

**Como é que o risco de manipulação será resolvido através de uma interdição?**

Uma interdição geral desta publicidade baseada na observação/monitorização não resolverá todas os assuntos relacionadas com o marketing manipulador, uma vez que todo o marketing pode potencialmente ser usado para manipular os consumidores. Apesar disto, uma interdição desta má forma de publicidade, contribuirá para acabar com os anúncios individualizados que são otimizados para chegar aos consumidores em situações vulneráveis, bem como, mitigar os efeitos em curso para as "vulnerabilidades por padrão" criadas através da aplicação constantemente de melhorados perfis de persuasão.

A manipulação que acontece através de outras formas de publicidade, como o conteúdo marketing[49](https://github.com/zcavaleiro/vigilancia-publicidade" \l "49), deve ser resolvida através de meios diferentes para além da interdição de vigilância publicitária, como por exemplo através de disposições previstas na Lei dos Serviços Digitais[50](https://github.com/zcavaleiro/vigilancia-publicidade" \l "50) e uma revista *Unfair Commercial Practices Directive*.

### 4.4 Discriminação

Para além de criar novas oportunidades para comunicar com "a pessoa certa", a publicidade baseada em *tracking* cria novas oportunidades para excluir e discriminar indivíduos e grupos.[51](https://github.com/zcavaleiro/vigilancia-publicidade" \l "51) A automatização da publicidade permite isto numa escala crescente. Por exemplo, a Amnistia Internacional descreveu o modelo de negócio baseado na vigilância de empresas como a Google e o Facebook como uma ameaça a uma série de direitos humanos fundamentais, incluindo liberdade de expressão e o direito à não discriminação, devido à forma como o modelo de negócio de vigilância cria efeitos arrepiantes e classifica indivíduos em grupos para fins de segmentação.[52](https://github.com/zcavaleiro/vigilancia-publicidade" \l "52)

A segmentação e orientação podem ser usadas para não mostrar certos anúncios a pessoas específicas ou grupos de consumidores. Por exemplo, os anunciantes podem escolher mostrar anúncios de habitações apenas para pessoas que se encaixam no seu perfil ideal, para indivíduos que querem fazer com que vivam num certo bairro e excluir indivíduos "indesejáveis" que, no entanto, pode ser capazes de se dar ao luxo de viver lá. Da mesma forma, potenciais empregadores podem escolher a que tipo de pessoas são mostradas certas ofertas de emprego, que pode, por exemplo, excluir potenciais candidatos femininos, quer deliberadamente ou através da discriminação algorítmica.[53](https://github.com/zcavaleiro/vigilancia-publicidade" \l "53) Na realidade, estas escolhas vão necessariamente excluir alguns indivíduos ou grupos.[54](https://github.com/zcavaleiro/vigilancia-publicidade" \l "54) Isto é amplificado pelo nível de obscuridade e a impossibilidade de saber quem está a ver e qual anúncio.

É impossível para os consumidores saberem que anúncios de emprego ou habitação não estão ver. Enquanto o marketing tradicional pode ser observado olhando para o conteúdo e analisado em retrospetiva, isto é muitas vezes impossível se o anúncio é apenas mostrado a um determinado consumidor ou grupo num determinado momento. Se a discriminação está a acontecer como parte de processos algorítmicos automatizados, torna-se muito difícil descobrir e remediar a questão. Assim, este estado de vigilância publicitária pode contribuir para esconder práticas de discriminação ou exclusão porque as questões problemáticas acontecem dentro da “caixa preta” *black-box*. Esta, é uma invasão ao direito à não discriminação, que é um direito humano fundamental.

Estas formas de discriminação e exclusão não se devem necessariamente a um ato deliberado de malícia por parte do anunciante; os processos algoritmos, otimizando os anúncios, podem estar automaticamente a facilitar estas práticas problemáticas.[55](https://github.com/zcavaleiro/vigilancia-publicidade" \l "55) Conduzindo a discriminação automatizada, por exemplo, fazendo da geolocalização de um *proxy* (identificador) para atributos pessoais/privados, tais como a etnia, a orientação sexual ou as crenças religiosas, porque os modelos estatísticos mostram que alguns grupos de pessoas têm sobreposição de atributos.[56](https://github.com/zcavaleiro/vigilancia-publicidade" \l "56)

Por outras palavras, mesmo que um sistema explicitamente proíba direcionar *adds* aos consumidores com base sobre crenças religiosas, o facto de que um indivíduo visita regularmente a geolocalização de uma mesquita ou usa uma certa aplicação de oração pode ser usado como um representante para o atributo "Muçulmano".[57](https://github.com/zcavaleiro/vigilancia-publicidade" \l "57) Este tipo de automatização continuamente corre o risco de criar novos proxies/identificadores com atributos à medida que o sistema evolui e decide que indivíduos devem ver determinados anúncios.

A segmentação dos grupos de consumidores pode igualmente conduzir a preços individualizados de bens e serviços. Esta forma de discriminação de preços pode levar a injustiças e diferenciação entre consumidores, dificultar a comparação de preços, e fazer com que os consumidores estejam receosos em comparar preços, porque pode afetar a final preço do produto ou serviço.[58](https://github.com/zcavaleiro/vigilancia-publicidade" \l "58)

**Como é que as práticas discriminatórias seriam resolvidas com um veto?**

Um veto geral da publicidade baseada na vigilância facilitaria a observação e sanção de práticas de marketing discriminatórias e de exclusão. Isto contribuiria para um mercado publicitário onde as práticas discriminatórias seriam mais efetivamente corrigidas, o que ajudaria a proteger os direitos fundamentais dos consumidores.[59](https://github.com/zcavaleiro/vigilancia-publicidade" \l "59)

### 4.5 Desinformação

A falta de transparência em grande parte na indústria da publicidade baseada na vigilância significa que muitos anunciantes não sabem onde os seus anúncios estão a ser exibidos. Isto cria danos reputacionais para marcas e anunciantes, uma vez que eles perdem o controlo sobre se, os seus anúncios, estão a ser exibidos em conjunto com desinformação ou conteúdo problemático.

O risco de danos reputacionais levou a que algumas categorias de websites ou palavras-chave fossem postos numa “lista negra”, o que criou novas questões para os criadores de conteúdo honesto, produtores e editores.[60](https://github.com/zcavaleiro/vigilancia-publicidade" \l "60) Por exemplo, isto causou grandes problemas e enormes perdas de receitas para muitos editores quando um número de anunciantes não desejava colocar os seus anúncios em sites que escreviam sobre COVID-19.[61](https://github.com/zcavaleiro/vigilancia-publicidade" \l "61) Práticas semelhantes, têm danificado editores criando conteúdo para minorias e para potencialmente grupos vulneráveis, por exemplo, através de palavras-chaves relacionadas com LGBTQ+ por estarem na lista negra.[62](https://github.com/zcavaleiro/vigilancia-publicidade" \l "62) Isto envolve dinheiro sendo desviado de editores respeitáveis em favor de fontes menos respeitáveis. Consequentemente, o conteúdo de baixa qualidade é incentivado, criando oportunidades de fraudes e corrupção.

O conteúdo sensacionalista está provado criar um alto grau de envolvimento, levando muitas pessoas a clicar em links para artigos ou conteúdo que são enganosos ou manifestamente falsos.[63](https://github.com/zcavaleiro/vigilancia-publicidade" \l "63) Isto leva a receitas publicitárias para os atores que criam e espalham desinformação, o que significa que a publicidade baseada na vigilância oferece incentivos financeiros para criar tal conteúdo.[64](https://github.com/zcavaleiro/vigilancia-publicidade" \l "64) O uso de vigilância publicitária é um, não o único, modelo de negócio que incentiva a criação e difusão de desinformação online.[65](https://github.com/zcavaleiro/vigilancia-publicidade" \l "65) Além disto, a tecnologia por trás da publicidade invasiva pode ser usada para espalhar desinformação, com efeitos potencialmente devastadores para os seres humanos e a sociedade.[66](https://github.com/zcavaleiro/vigilancia-publicidade" \l "66)

**Como é que a prevalência da desinformação online será resolvida através de uma proibição?**

Uma proibição da publicidade baseada na vigilância não será o remédio perfeito para a prevalência de desinformação online. No entanto, uma proibição geral irá perturbar os modelos de negócio de um grande número de websites ou aplicações e outros atores que criam e espalham desinformação.

Uma cadeia de negócio mais transparente vai ajudar aos anunciantes saber onde os seus anúncios são exibidos. Isto significa que as marcas podem ter mais controlo sobre os seus anúncios e se estes são usados para financiar desinformação. Uma proibição deve no entanto, ser complementada por uma aplicação consistente e firme na proteção dos dados, mercados de concorrência e direito do consumidor.[67](https://github.com/zcavaleiro/vigilancia-publicidade" \l "67)

### 4.6 Efeitos anticoncorrenciais

No modelo de publicidade discutido neste documento, alguns atores podem obter vantagens competitivas através da recolha de dados em websites e serviços.[68](https://github.com/zcavaleiro/vigilancia-publicidade" \l "68) A crescente concentração do mercado da publicidade digital está a diminuir valor dos dados de primeira entidade, *first-party data* dos editores e criando uma corrida até ao mais pequeno detalhe. Na prática, as empresas *adtech* podem recolher dados sobre consumidores de um site (por exemplo, um jornal online), combiná-los com os dados que têm sobre esse utilizador dentro dos seus próprios serviços (por exemplo, redes sociais) e, em seguida, usar os dados para direcionar anúncios para os consumidores noutros sites que lhes oferecem um preço mais baixo para colocações dos anúncios escolhidos.[69](https://github.com/zcavaleiro/vigilancia-publicidade" \l "69)

Apesar das receitas dos anúncios da publicidade baseada em vigilância tenham crescido durante nos últimos anos, a maior parte das receitas foram apenas para algumas plataformas.[70](https://github.com/zcavaleiro/vigilancia-publicidade" \l "70) Ambas as plataformas como o Google e o Facebook é estimado deterem cerca de dois terços do mercado de anúncios digitais nos Estados Unidos[71](https://github.com/zcavaleiro/vigilancia-publicidade" \l "71) e cerca de 80% no Reino Unido.[72](https://github.com/zcavaleiro/vigilancia-publicidade" \l "72) Isto significa que o dinheiro foi movido para longe dos anunciantes e potenciais concorrentes.

Os atores dominantes podem abusar das suas posições no mercado da publicidade digital dando preferência aos seus próprios serviços.[73](https://github.com/zcavaleiro/vigilancia-publicidade" \l "73) Por exemplo, a Google controla muitos aspetos da cadeia de valor, e funciona como um comprador, vendedor e espaço de mercado.[74](https://github.com/zcavaleiro/vigilancia-publicidade" \l "74) Se a Google manipular as suas ferramentas para beneficiar os seus serviços de anúncios e dificultar a concorrência de tecnologias rivais, estes efeitos de anticoncorrência não só prejudicariam potenciais concorrentes, mas também resultaria numa menor escolha e preços mais elevados para os consumidores.[75](https://github.com/zcavaleiro/vigilancia-publicidade" \l "75)

Estes efeitos anticoncorrenciais podem-se tornar mais enraizados se as plataformas dominantes afastarem-se de permitirem o uso e a recolha de dados de por terceiros. Mesmo que medidas como limitar o número de atores que podem aceder aos dados pessoais, o que seria positivo do ponto de vista da privacidade, pode também contribuir para que o pequeno número de atores dominantes ainda alicercem a sua posição como "donos da informação".[76](https://github.com/zcavaleiro/vigilancia-publicidade" \l "76)

No cenário atual, é difícil para os modelos de negócios alternativos da publicidade digital competirem com os atores dominantes. Isto tem muitas causas, incluindo os efeitos da rede, anticoncorrência, comportamento de atores dominantes,[77](https://github.com/zcavaleiro/vigilancia-publicidade" \l "77) e, porque, a maioria dos anunciantes já dependem de publicidade baseada em vigilância como o seu principal fluxo de receitas para conteúdos gratuitos.[78](https://github.com/zcavaleiro/vigilancia-publicidade" \l "78) Além disso, muitas soluções técnicas vinculadas a soluções de publicidade baseadas em vigilância podem ser incompatíveis com modelos que não dependem do tratamento de dados pessoais.

**Como é que os efeitos anticoncorrenciais serão resolvidos através de uma restrição?**

Uma restrição geral da publicidade baseada na vigilância poderia contribuir para nivelar o campo de jogo entre editores/anunciantes e plataformas dominantes, o que seria um estimulo para um melhor mercado competitivo para a publicidade. Contudo, as posições dominantes do Facebook e da Google também devem ser abordadas por outros meios, nomeadamente através da aplicação da regulamentação anticoncorrência, *antitrust*. Qualquer intervenção regulatória deve ser complementada com cumprimento da lei da concorrência ao nível de acordos anticoncorrenciais (por exemplo, entre os diferentes intervenientes na cadeia de fornecimento da publicidade) e para evitar o abuso de posições dominantes.

A proibição da publicidade baseada na vigilância também poderia ajudar os consumidores ao contribuir para uma maior liberdade de escolha e pluralidade dos meios de comunicação, e criar um terreno para nova inovação.

### 4.7 Fraude e perda de receitas

Apesar dos defensores da publicidade baseada em vigilância, por vezes defendam a capacidade de medir a eficiência dos anúncios, estas medições não são necessariamente precisas. A fraude de anúncios é um problema generalizado em toda a indústria, a ser usada para inflacionar fortemente o número de visualizações de anúncios e cliques. A automação e escala do marketing, e o número enorme de intermediários, significa que há muito pouca transparência em torno de onde os anúncios são mostrados, quantos consumidores são realmente exposto aos anúncios, e onde o dinheiro gasto acaba.[79](https://github.com/zcavaleiro/vigilancia-publicidade" \l "79)

Esta falta de controlo significa também que os consumidores podem facilmente ser expostos a fraudes e esquemas através de anúncios direcionados.[80](https://github.com/zcavaleiro/vigilancia-publicidade" \l "80) Isto, leva a que os consumidores sejam prejudicados, financeiramente e de outras formas, e danos de reputação para os anunciantes que acabam por hospedar anúncios criminais.[81](https://github.com/zcavaleiro/vigilancia-publicidade" \l "81)

A complicada rede de atores na indústria da publicidade baseada na vigilância tem levado a muitos anunciantes e editores ficarem com uma visão geral limitada de para onde vai o seu investimento nos anúncios, o que, por sua vez, gerou uma grande indústria de fraude baseada em anúncios.[82](https://github.com/zcavaleiro/vigilancia-publicidade" \l "82) Este tipo de fraude é frequentemente executada por ter anúncios mostrados para \*bots\* em vez de seres humanos, o que por sua vez reduz o preço que os editores/promotores podem pedir para o espaço de anúncios e faz com que os anunciantes paguem por anúncios que nenhum consumidor realmente viu.[83](https://github.com/zcavaleiro/vigilancia-publicidade" \l "83) Por outras palavras, os atores honestos acabam por pagar pela publicidade que nunca atinge uma audiência de modo algum.

O uso de intermediários levou a grandes quantidades de receitas publicitárias irem para terceiros.[84](https://github.com/zcavaleiro/vigilancia-publicidade" \l "84) Isto significa, por exemplo, que o dinheiro que de outra forma ia chegar a um jornal local está sendo engolido por atores de terceiros, e em alguns casos, não pode ser rastreado.[85](https://github.com/zcavaleiro/vigilancia-publicidade" \l "85) O que deu origem a perguntas sobre se a publicidade baseada na vigilância é financeiramente sustentável para editores, anunciantes.[86](https://github.com/zcavaleiro/vigilancia-publicidade" \l "86)

O aumento da fraude de anúncios levou ao surgimento de um grande mercado de ferramentas de deteção fraude. Esta é a tecnologia que é usada para verificar que os anúncios têm sido mostrado aos seres humanos reais. Há diferentes maneiras de fazer isso, mas estes os métodos envolvem frequentemente a recolha de mais informação sobre os consumidores.[87](https://github.com/zcavaleiro/vigilancia-publicidade" \l "87) O desenvolvimento de tais ferramentas é uma corrida às armas constante contra os burlões, que leva a custos acrescidos para anunciantes e a novas violações de privacidade contra consumidores.

Ferramentas semelhantes também são usadas para rastrear o número de anúncios mostrados para determinar o que o anunciante tem que pagar pela publicação dos anúncios. Estes números foram provados serem imprecisos ou totalmente falsos, o que pode ter graves consequências para empresas.[88](https://github.com/zcavaleiro/vigilancia-publicidade" \l "88) Outras ferramentas que se destinavam a prevenir a fraude de anúncios e fornecer aos anunciantes segurança também foram encontradas conter falhas significativas.[89](https://github.com/zcavaleiro/vigilancia-publicidade" \l "89) A luta contra a fraude de anúncios tornou-se uma espiral negativa onde os anunciantes, como bem como marcas e consumidores, são todos perdedores.

**Como é que as questões relacionadas com a fraude serão resolvidas através de uma interdição?**

Uma interdição geral da publicidade baseada na vigilância levaria a maior transparência na cadeia estrutural e, provavelmente, reduziria a quantidade de fraude de anúncios. Esta por sua vez diminuiria a necessidade de instrumentos de deteção de fraude dispendiosos e invasivos, que seria uma bênção para os fundos monetários dos editores e anunciantes, bem como para privacidade e segurança do consumidor. A interdição deve ser complementada com outras medidas com intuito de combater a fraude, tais como a obrigação para os mercados online de verificar a legitimidade dos comerciantes, tal como proposto na Lei dos Serviços Digitais.

### 4.8 Riscos de segurança

Como muitos sistemas usados na publicidade baseada em vigilância envolvem dados a serem partilhados e distribuídos entre potencialmente milhares de atores, há um risco significativo que pelo menos um destes atores aproveita a oportunidade de vender ou partilhar conjuntos de dados para outras empresas que têm modelos de negócio fora da publicidade.[90](https://github.com/zcavaleiro/vigilancia-publicidade" \l "90)

Nestes sistemas, não há uma distinção real entre consumidores "normais" e indivíduos em papéis críticos. Por exemplo, a emissora pública norueguesa NRK revelou como os dados pessoais recolhidos por aplicações populares poderiam ser usados para rastrear o movimento de militares.[91](https://github.com/zcavaleiro/vigilancia-publicidade" \l "91) Num relatório de 2021, a NATO anunciou que esta forma de recolha e partilha de dados pessoais constitui uma séria ameaça à segurança nacional.[92](https://github.com/zcavaleiro/vigilancia-publicidade" \l "92)

A recolha e armazenamento de informação também criam o risco de os dados pessoais ser espalhados como resultado de *hacking* ou violação de dados. Isto significa que os criminosos podem ser capazes de aceder a informações pessoais que podem ser usadas para roubo de identidade, fraude, e fins de chantagem. Os dados que foram descarregados ou vazados também podem ser mal utilizados para identificar, rastrear e prejudicar indivíduos e grupos vulneráveis[93](https://github.com/zcavaleiro/vigilancia-publicidade" \l "93) ou em tentativas de influenciar ou interferir em eleições democráticas.

Além de violações de dados que conduzem a riscos de segurança, a publicidade digital tem vindo a ser um vetor para a propagação de código malicioso, como *malware* ou vírus.[94](https://github.com/zcavaleiro/vigilancia-publicidade" \l "94) Ou seja, alguns blocos de publicidade podem incluir *scripts* que infetam o dispositivo do consumidor, podendo levar a atores maliciosos aceder ao dispositivo, danificar o dispositivo ou, de outra forma, interferir com as operações do dispositivo.

**Como podem os riscos de segurança ser resolvidos com uma proibição?**

Uma proibição geral da publicidade baseada na vigilância iria estrangular grandes partes do fluxo de dados e a recolha de dados pessoais. Isto ajudaria a diminuir o risco potencial para falhas de segurança e o uso indevido destes dados. Resumindo, se os dados não forem recolhidos ou armazenados, não podem ser utilizados para prejudicar consumidores ou instituições.

### 4.9 Falta de confiança

Embora as temáticas relativas a violações de privacidade e segurança online tenham recebido atenção pública significativa nos últimos anos, os consumidores são muitas vezes deixados com poucas alternativas e continuam a usar serviços problemáticos. Algumas plataformas não têm concorrência, o que significa que os consumidores não podem mudar para um serviço diferente, mesmo que preferissem. Noutros casos, a complexidade e escala das práticas problemáticas são tão vastas que os consumidores não podem realisticamente compreender os danos, proteger-se ou tomar uma ação preventiva. Isto leva à desilusão, fadiga e falta de confiança nos fornecedores de serviços digitais, impactando a economia digital para além da publicidade.[95](https://github.com/zcavaleiro/vigilancia-publicidade" \l "95)

Apesar da maioria dos consumidores tenham poucas, ou mesmo nenhuma, maneiras de se proteger contra a vigilância comercial online, e não se pode esperar que tome medidas, a falta de confiança nos serviços digitais tem sido um fator importante no aumento de ferramentas de bloqueio e rastreio de publicidade. Tais ferramentas são usadas por muitos consumidores, e são pré-instalado em vários navegadores populares da Web, como *Safari*, *Firefox* e *Brave*. Embora isto fortaleça a proteção do consumidor, também significa que os anúncios dos atores honestos estão bloqueados, o que leva tanto a anunciantes como a editoras perderem receitas.

Todas estas escolhas pressupõem que o consumidor tem um nível irrealista de poder, competência tecnológica e jurídica. Se o consumidor fosse fazer uma escolha verdadeiramente informada, ele teria que passar centenas de horas todos os anos a ler documentação legal e combater padrões negros projetados para influenciar a sua autonomia, decisões e escolhas.

O uso de padrões obscuros para forçar os consumidores a aceitar o rastreio muda o equilíbrio da informação e poder para a desvantagem do consumidor.[96](https://github.com/zcavaleiro/vigilancia-publicidade" \l "96) A soma destas práticas significa que os consumidores estão constantemente a ser induzidos para fazer escolhas que não têm forma prática ou realista de controlar, compreender ou relacionar-se. Esta situação absurda também contribui à falta de confiança nos serviços digitais.

Devido às cadeias opacas de fornecimento de sistemas de publicidade baseados em vigilância, é difícil também para os anunciantes terem controlo onde os seus anúncios são exibidos. Isto levou a um grande número de casos em que os anúncios foram exibidos ao lado de e usados para financiar conteúdo extremo ou odioso, levando associações negativas para a marca/anuncio.[97](https://github.com/zcavaleiro/vigilancia-publicidade" \l "97)

Em acréscimo, a falta geral de confiança pode reduzir a propagação e o uso de serviços úteis, e têm um efeito negativo sobre as empresas que tomam privacidade e segurança a sério.[98](https://github.com/zcavaleiro/vigilancia-publicidade" \l "98) Isto pode ter sérios efeitos de "gelar" o comportamento do consumidor, que pode impedir os consumidores de utilizarem serviços importantes relacionados para a saúde mental[99](https://github.com/zcavaleiro/vigilancia-publicidade" \l "99) ou de procurar ajuda através de serviços públicos.[100](https://github.com/zcavaleiro/vigilancia-publicidade" \l "100)

Os consumidores têm poucas formas de distinguir entre atores sérios e não sérios no espaço digital, que é suscetível de impactar negativamente as pequenas e médias empresas que querem competir em fatores como o desenvolvimento de tecnologias de preservação de privacidade.

**Como é que a falta de confiança nos serviços digitais pode ser resolvida através de uma proibição?**

Banir na generalidade a publicidade baseada na vigilância não será uma cura para restaurar a confiança nos serviços digitais. Os escândalos são muito numerosos, e têm ocorrido repetidamente ao através de um longo período de tempo. Vai levar tempo para restaurar a confiança. No entanto, uma proibição contribuiria para um nivelar do campo de jogo onde as receitas monetárias dos anúncios, em grande parte, teria como destino os atores honestos. Por si só, isto pode contribuir para que os consumidores já não tenham a sensação ou noção que os prestadores de serviços e marcas estão a olhar sobre o seu ombro on-line e deixarem de achar que são tratados como mercadorias que são vendidas ao licitador mais alto. Pode também restaurar a confiança, tranquilizando os consumidores de que as marcas não estão a patrocinar conteúdo de ódio.

### 4.10 Tecnologia ineficiente

Tem sido contestado se, além de criar e ampliar um conjunto de problemas sérios, a tecnologia por trás da publicidade baseada na vigilância é na verdade eficaz como uma ferramenta de marketing. Mesmo com as inovações em áreas como inteligência artificial, muitas vezes apresentada como revolucionária para a indústria da publicidade, vale a pena questionar se os efeitos de marketing da tecnologia não estarão a ser sobrevalorizados.[101](https://github.com/zcavaleiro/vigilancia-publicidade" \l "101) Isto é exemplificado por estudos que mostram que publicidade baseada em vigilância, em muitos casos, não teve efeitos benéficos em retorno, taxas de conversão ou receitas editoriais.[102](https://github.com/zcavaleiro/vigilancia-publicidade" \l "102)

Estudos têm demonstrado que as empresas que vendem tecnologias para publicidade estão a exagerar significativamente na eficácia das tecnologias e no alvo real que está longe de ser preciso.[103](https://github.com/zcavaleiro/vigilancia-publicidade" \l "103) Embora a prática de criar perfis, profilling, com base em colecionar dados possa ser precisa em certas circunstâncias, em outros casos as inferências desenhadas podem ser imprecisas ou plenamente erradas.[104](https://github.com/zcavaleiro/vigilancia-publicidade" \l "104)

Há também desafios relacionados com os anunciantes visarem os consumidores que já estão a planear a compra ou que até já compraram o produto anunciado. Pode ser difícil, ou mesmo impossível, para um anunciante distinguir efetivamente entre uma venda feita por causa de um anúncio exibido ou uma venda que apesar do anúncio ser exibido, o consumidor iria fazer a compra independentemente.[105](https://github.com/zcavaleiro/vigilancia-publicidade" \l "105) Por outro lado, a publicidade online é muitas vezes dependente da prática de clicar nos anúncios pelos consumidores, e o volume elevado de publicidade pode levar à maioria do material de marketing transformar-se em ruído de fundo.[106](https://github.com/zcavaleiro/vigilancia-publicidade" \l "106)

Apesar de uma grande parte das tecnologias da publicidade digital poderem ter efeitos limitados, isto não significa que as decisões baseadas em fracas tecnologias serão melhores para os consumidores do que decisões baseadas em tecnologias precisas. A imprecisão da tecnologia não é um fator atenuante se os consumidores estão sujeitos a discriminação, manipulação ou exclusão.

Existem também ineficiências sérias no uso do poder computacional e energia na publicidade baseada em vigilância. Apesar do consumo de energia dos *data centers* não ser um problema exclusivo da publicidade, diversos estudos têm demonstrado que as tecnologias de publicidade digital têm uma pegada de carbono significativa.[107](https://github.com/zcavaleiro/vigilancia-publicidade" \l "107) O impacto ambiental da publicidade baseada na vigilância é agravado pela uso da inteligência artificial e a prevalência de *bots* usados para fraude de anúncios.[108](https://github.com/zcavaleiro/vigilancia-publicidade" \l "108)

**Como pode a tecnologia ineficiente ser resolvida através de uma restrição?**

Uma restrição geral da publicidade baseada na vigilância limitará as oportunidades tecnologias de vender a "banha da cobra" que prometem muito mais do que podem entregar a anunciantes e editores. Isto pode reduzir as perdas de receitas para anunciantes e editores e ajudar a proteger os consumidores contra decisões baseadas em tecnologias defeituosas e suposições.

O impacto ambiental da publicidade baseada na vigilância pode ser reduzido desta pegada de carbono excessiva, mas outras medidas complementares são necessárias para lidar com os níveis de emissão dos centros de dados e a inteligência artificial.

## 5. Legislação em vigor

Como descrito acima, o banir da publicidade baseada na vigilância não é uma cura ou solução para tudo. Os serviços digitais já estão sujeitos a uma série de regras e regulamentos na UE, e uma proibição seria complementar para o enquadramento legal existente. Na secção seguinte, a existente proteção de dados europeia e direitos dos consumidores é analisada em relação aos prejuízos decorrentes da vigilância publicitária.

### 5.1 Legislação da privacidade e proteção de dados na UE

O Regulamento Geral de Proteção de Dados (RGPD) regula o processamento de dados pessoais. A proteção de dados pessoais é considerada um direito humano fundamental e o RGPD visa principalmente capacitar os indivíduos com o controlo dos seus dados pessoais e proibir o tratamento de dados pessoais sem uma base legal válida. Como regra geral, a utilização de dados pessoais para *profiling* e *tracking*, especialmente quando isto envolve a partilha contínua de dados pessoais, requer um consentimento válido.[109](https://github.com/zcavaleiro/vigilancia-publicidade" \l "109) Isto também foi afirmado pelas autoridades de proteção de dados europeia.[110](https://github.com/zcavaleiro/vigilancia-publicidade" \l "110)

O trabalho feito pelo Conselho Norueguês do Consumidor no domínio da publicidade digital mostra que a indústria de publicidade baseada em vigilância opera em formas que envolvem recolha ilegal, partilha e uso de dados pessoais. Estas práticas estão generalizadas e são complicadas de entender, mesmo para especialistas. A soma destas práticas resulta em todos os consumidores ficarem vulneráveis por defeito perante a face da publicidade baseada em vigilância. Portanto, não é razoável afirmar que os consumidores entendem o que estão a consentir ao aceitarem o rastreio e *profiling* para fins publicitários. Se for este o caso, o processamento de dados pessoais para fins de publicidade baseados em vigilância tem-se provado na maioria dos casos não estar em conformidade com o RGPD. Isto foi também afirmado pela Autoridade de Proteção de Dados Norueguesa *Datatilsynet*, quando anunciou a sua intenção de multar a aplicação online de encontros *Grindr* por processamento de dados pessoais para fins publicitários.[111](https://github.com/zcavaleiro/vigilancia-publicidade" \l "111)

Mesmo que o RGPD seja adequado para abordar uma série de questões relacionadas com a privacidade no que diz respeito à publicidade online, o regulamento limita-se aos casos onde os dados pessoais estão a ser tratados.

Como mostrado acima, muitos dos potenciais danos da publicidade baseada na vigilância persistem mesmo que os dados pessoais não sejam transferidos do dispositivo do utilizador. Nestes casos, tanto o RGPD como a diretiva *ePrivacy* podem ser insuficientes para lidar com os problemas. Daí medidas complementares, como a proibição geral sobre a publicidade baseada na vigilância, podem ser necessárias para combater estes problemas mais amplos.

## 5.2 Diretiva relativa às práticas comerciais desleais

A diretiva relativa às práticas comerciais desleais *Unfair Commercial Practices Directive*, UCPD) estabelece um quadro europeu para que marketing, práticas comerciais e termos de utilização os atores comerciais possam participar em diferentes mercados. As autoridades de proteção do consumidor são responsáveis pela aplicação desta lei e pela garantia que os consumidores estão protegidos.

A UCPD é neutra em tecnologias, e pode em teoria, ser usada em casos que dizem respeito à publicidade baseada na vigilância. O marketing direcionado a indivíduos na forma de publicidade invasiva pode dar origem a dúvidas se a tecnologia que é usada para influenciar uma entidade recetora cruza os limites para o que constitui influência ou pressão injusta e ilegal.

Perguntas podem surgir sobre se certas formas de publicidade alicerçadas em espiar o consumidor cumprem os critérios para práticas comerciais agressivas no âmbito do *Marketing Control Act*.[112](https://github.com/zcavaleiro/vigilancia-publicidade" \l "112) Esta disposição destina-se ao marketing que emprega medidas que são consideradas ofensivas para as reconhecidas normas sociais generalizadas.

No entanto, a UCPD está predominantemente preocupada com o conteúdo e forma das atividades de marketing e materiais. As numerosas questões problemáticas que advêm da utilização da publicidade baseada na vigilância não estão necessariamente ligadas ao conteúdo do marketing, mas sim nos meios de entrega de anúncios, incluindo o processo de decidir que anúncio mostrar, a que pessoa, em que tempo.Isto, e a natureza fugaz da publicidade baseada em vigilância, pode significar que a UCPD não é adequada para o fim de regular esta área específica.

Pelo nosso conhecimento, nenhuma decisão sobre publicidade baseada em vigilância foi emitida pelas autoridades de defesa do consumidor.

## 5.3 Questões de execução

Embora o RGPD estabeleça requisitos rigorosos para o tratamento de dados pessoais, o regulamento não foi o suficiente para parar a recolha generalizada ilegal de dados e perfis de consumidores. As razões para esta deficiência estão nas empresas que não cumpriram as regras e por ter sofrido sérios estrangulamentos de execução transfronteiriça e falta de fiscalização.

O RGPD introduziu novos mecanismos de execução que procuraram facilitar a aplicação transfronteiriça, mas até agora isso não funcionou como desejado. Por exemplo, um grande número de queixas legais foram transferidas para a Comissão de Proteção de Dados Irlandeses, uma vez que muitas das grandes empresas tecnológicas têm a sua sede Europeia na Irlanda. Isto levou a que as queixas não fossem tratadas e a atrasos graves nas decisões.[113](https://github.com/zcavaleiro/vigilancia-publicidade" \l "113) Simultaneamente, as empresas continuam a operar mesmo depois de violações em larga escala do RGPD, uma vez que a probabilidade de uma rápida decisão ou coima administrativa é relativamente pequena.

A aplicação da UCPD contra infrações na área da vigilância publicitaria não teve, pelo que sabemos, ocorrido. Penalizar infrações isoladas é um processo demorado e só acontece após a ocorrência de uma infração e os danos nesta fase já foram causados. Na prática, isto significa que um grande número de empresas estão a escapar a lei. O facto do marketing ser personalizado e fugaz, uma vez que é apenas mostrado a pessoas particulares em determinados momentos no tempo, faz com que o controlo e aplicação da lei seja difícil. Além disso, a forma invasiva e problemática da publicidade baseada em vigilância pode não necessariamente violar a UCPD, uma vez que o conteúdo e o contexto de um certo anúncio pode estar fora do enquadramento da lei mas ainda assim ser prejudicial na forma como o anúncio foi entregue ou como o destinatário foi escolhido.

A falta de execução do RGPD levou também a uma situação em que um grande número de atores têm sido capazes de continuar a operar ilegalmente sem enfrentar quaisquer consequências significativas. Modelos onde os perfis de utilizadores são criados e armazenados localmente nos dispositivos do consumidor podem ou não reduzir riscos de privacidade, mas a utilização de personalização e individualização ainda tem problemas relacionados com discriminação, manipulação ou exclusão, e também é muito difícil de controlar ou verificar.

Uma vez que, investigar os casos individuais destas violações requer tempo, recursos consideráveis e acontecem depois do ato, é pertinente considerar se são necessárias medidas mais abrangentes para travar a utilização da publicidade baseada em vigilância. Ao invés de considerar casos individuais de marketing, deve ser considerada uma interdição geral da publicidade baseada na vigilância. Isto contribuiria para uma aplicação mais eficiente e rápida, e enviaria uma forte mensagem para o marketing e para a indústria da publicidade online, *Adtech*.

## 6. Conclusão

A publicidade baseada na vigilância causa violações dos direitos fundamentais, fraude generalizada e perda de receitas e tem contribuído para uma série de efeitos negativos individuais e sociais. Apesar dos repetidos avisos, multas, escândalos e revelações, a indústria tem mostrado pouca vontade de alterar significativamente as suas práticas, e é questionável se alterações significativas a partes do sector são mesmo possíveis sem uma reforma fundamental.

A legislação nesta área é fragmentada e em grande parte baseada na aplicação da lei após os danos já terem acontecido. É, portanto, oportuno perguntar se publicidade baseada em vigilância deve ser banida totalmente, de modo a evitar o problemas que estão a ser causados em primeira instância. Uma interdição contribuiria também para um equilíbrio do campo de jogo na publicidade digital e maximizar receitas para anunciantes e editores que atualmente estão nas mãos de apenas alguns atores.[114](https://github.com/zcavaleiro/vigilancia-publicidade" \l "114)

Um veto geral da publicidade baseada na vigilância vai forçar muitos atores da indústria a mudar os seus modelos de negócio. Estimularia o crescimento de tecnologias que respeitam os direitos dos consumidores e dos direitos fundamentais. Num cenário a longo prazo, ajudaria a restaurar a confiança dos consumidores nos serviços digitais. Esta seria uma mais valia para os consumidores, para as empresas e para a sociedade em geral.

Incentivamos os decisores políticos de ambos os lados do Atlântico a decretar regulamentos rigorosos para minimizar os inúmeros danos resultantes da publicidade baseada na vigilância. Políticas eficazes, regulação e execução para abordar o vigilância comercial que penetra o nosso dia-a-dia há muito que são necessárias. Como temos discutido ao longo de todo este relatório, os benefícios percetíveis da publicidade baseada na vigilância são superados de longe pelos prejuízos criados e, a proibição, é portanto a solução certa.
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